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Bruce Campbell
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Chapter 1

Why Measure Rural Livelihoods and Environmental Dependence?

Arild Angelsen, Helle Overgaard Larsen, Jens Friis Lund, Carsten Smith-Hall and Sven Wunder

There is in my opinion a right way and we are capable of finding it.

The hidden harvest

Measuring rural livelihoods and environmental dependence is not straightforward. Environmental resources are important to millions of poor households in developing countries, yet there is not an established right way to systematically collect data that convey their importance. Such resources, harvested in non-cultivated habitats ranging from natural forests to rangelands and rivers, often contribute significantly to households’ current consumption, provide safety nets or pathways out of poverty. The uncertainty regarding the numbers can easily lead to either under- or overestimations (Angelsen and Wunder, 2003). Environmental income often consists of many different and sometimes irregularly collected resources: the forest fruits picked during herding, the medicinal plants collected when grandfather was sick, last month’s particularly rich fish catch, and so on. A myriad of resources gathered from multiple sources makes environmental income much harder to recall and quantify than a single annual corn or sorghum harvest. A high share of environmental resources are not traded in markets but consumed directly, further complicating their valuation. The body of literature quantifying environmental resources in rural livelihoods is slowly increasing (for example, Cavendish, 2000; Fisher, 2004; Mamo et al, 2007; Vedeld et al, 2007; Narain et al, 2008; Babulo et al, 2009; Kamanga et al, 2009), but has yet to be widely acknowledged in rural
development circles – as becomes evident from recent reviews of rural income and livelihood studies that exclude environmental income (for example, Ellis and Freeman, 2005a).

The general shortage of a representative sample of studies, coupled with the diversity in the quality and methods used in the few existing ones, leave key questions unanswered: how important are environmental resources for poverty alleviation in quantitative terms? When they are important, is it because they can help lift the poor out of poverty or are they mainly useful as gap fillers and safety nets preventing extreme hardship? How do different resource management regimes and policies affect the benefits accruing to the poor? Answers to such questions are essential to design effective policies and projects to alleviate rural poverty. Yet, there is surprisingly little systematic knowledge to answer them adequately.

Published and unpublished quantitative environmental income studies are hard to compare due to methodological differences. In a summary of 54 studies on household environmental income, Vedeld et al (2004, pxi) noted: ‘The studies reviewed displayed a high degree of theoretical and methodological pluralism, and the substantial variability in reporting of specific variables and results is partly explained through such pluralism. This variability must, however, also be attributed to methodological pitfalls and weaknesses observed in many studies.’ Methodological challenges include: (a) data generated using long (for example, one-year) recall periods, which is likely to seriously underestimate environmental incomes derived from a myriad of sources (Lund et al, 2008; see also Chapter 7); (b) inconsistent key definitions, for example, what is considered a forest or how income is defined, may differ across studies, making findings incomparable; (c) a host of survey implementation problems, such as failure to adequately train enumerators or check data while in the field, resulting in questionable data quality; and (d) a widespread perception that it is too difficult and costly to obtain high quality environmental income data. The geographical coverage of available studies is also limited, with most coming from dry southern and eastern Africa. Thus, while our knowledge regarding environmental income and rural livelihoods is incrementally improving, we believe that more in-depth studies across a range of sites are required, preferably using best-practice and unified methodologies that enable comparison and synthesis. This book is designed to be an instrument to help make it happen.

Designing and implementing household and village surveys for quantitative assessment of rural livelihoods in developing countries is challenging, with accurate quantification of income from biologically diverse ecosystems, such as forests, bush, grasslands and rivers, being particularly hard to achieve. However, as the above published studies indicate, this ‘hidden harvest’ (Scoones et al, 1992; Campbell and Luckert, 2002) is too important to ignore. Fieldwork using
state-of-the-art methods and, in particular, well-designed household questionnaires, thus becomes an imperative to adequately capture environmental income dimensions of rural welfare. In fact, current poverty alleviation strategies in most developing countries draw to a significant extent on results from household surveys; environmental income estimates are, however, often not included in the standardized living standards measurement surveys (Oksanen and Mersmann, 2003). Studies based on such surveys are thus inadequate for understanding the diversity of rural income generation in developing countries.

One attempt to overcome this shortage of data is a large global-comparative research project: the Poverty Environment Network (PEN), described later in this chapter. The book draws widely on the methodological experiences from PEN.

**Purpose of this book**

This book aims to provide a solid methodological foundation for designing and implementing household and village surveys to quantify rural livelihoods, with an emphasis on quantifying environmental income and reliance in developing countries. All the major steps are covered, from pre-fieldwork planning, in-the-field sampling, questionnaire design and implementation, to post-fieldwork data analysis and result presentation. The intention is to provide input to the entire research process, in the specific context of developing and implementing operational research ideas using quantitative approaches in developing countries, while limiting the ‘remember the malaria pills’ and ‘get to know the local culture’ generalized advice that is covered well in other books.

The book is aimed at: (a) graduate students and researchers doing quantitative surveys on rural livelihoods, including (but not limited to) the environment, and (b) practitioners in government agencies, international aid agencies and non-governmental organizations (NGOs) involved in fieldwork in relation to project implementation (for example, baseline and impact studies) in developing countries.

The book relates to three broad groups of literature: (a) the limited body of works at the graduate student level on broad field methods and introductions to the practicalities of fieldwork (for example, Barrett and Cason, 1997; Scheyvens and Storey, 2003); (b) the extensive literature on quantitative surveys in general, including work on business research methods (for example, Bryman and Bell, 2003) and measurement of living standards (for example, Grosh and Glewwe, 2000); and (c) the emerging body of literature on livelihoods in developing countries (for example, Ellis, 2000; Ellis and Freeman, 2005b; Homewood, 2005).
This book has four major distinctive features in relation to this pre-existing body of knowledge. First, it fills a gap between the three types of literature by giving a thorough review of using quantitative methods in rural livelihoods studies in developing countries. Second, it deals not only with quantitative household and village surveys, but covers the entire research process, as opposed to books focusing on methods (for example, Foddy, 1993), analysis of survey data (Deaton, 1997), fieldwork practicalities (for example, Barrett and Cason, 1997) or livelihood case studies (for example, Homewood, 2005). Third, it centres on rural livelihoods with environmental dependence as the predominant example of how to deal with livelihoods complexity, as opposed to other approaches that focus on issues such as health, education and agricultural income while disregarding information on environmental incomes (for example, Grosh and Glewwe, 2000). Fourth, as explained in the next section, it draws on the extensive comparable experiences in the PEN project of more than 50 researchers who have implemented and supported quantitative household and village surveys across a variety of continents, countries and cultures.

**The Poverty Environment Network (PEN)**

PEN is an international network and research project on poverty, environment and forest resources, organized by the Center for International Forestry Research (CIFOR). It was established in 2004 in order to address the environmental income issues identified in the introduction to this chapter, which have particular relevance for natural forests. The core of PEN is a tropics-wide collection of uniform socio-economic and environmental data at the household and village levels, undertaken by 33 PEN partners (mainly PhD students) and supported by some 20 PEN resource persons (CIFOR researchers, associates and external university partners acting as supervisors with active field presence), jointly generating a global database with more than 9000 households from 25 countries. The PEN project is arguably the most comprehensive study done in the field of poverty and environment, and will serve as the basis for the first global-comparative and quantitative analysis of the role of tropical environmental resources in poverty alleviation. This book is written by PEN partners and resource persons who have been involved in the design and implementation of PEN, as well as dozens of other projects collecting similar data.

PEN is built on the observation that some of the best empirical data collection is done by PhD students: they often spend long periods in the field and personally supervise the data collection process, thereby getting high quality
data – something that established university researchers often lack the time to achieve. The basic PEN idea was to achieve two goals: (a) use the same ruler (same questionnaires and methods) to make data comparable, and (b) promote good practices and thus increase the quality of data. In short, the value added of the individual studies can be substantially enhanced by using standardized and rigorous definitions and methods, which permit comparative analysis.

The first phase of PEN from 2004 to 2005 focused on identifying and designing the research approach and the data collection instruments and guidelines, and at the same time building up the network through PEN partner recruitment. Fieldwork and data collection by PEN partners started in 2005. After completion in 2009, a third phase of data cleaning, establishing the global data set, data analysis and writing began. The project is expected to be completed in 2012, and the PEN data set will eventually be made publicly available for use by researchers.

The PEN research approach

During early discussions and workshops, a consensus quickly emerged that, in order to get reliable estimates of environmental resource uses, a detailed recording (income accounting) method was needed, using short recall periods – one year being far too long for the accuracy aimed for. This was particularly inspired by work done in Zimbabwe by Cavendish (2000) and Campbell et al (2002). It was also decided that PEN data collection should consist of three types of quantitative surveys (in addition to an attrition and temporary absence survey) covering a full year:

- Two village surveys (V1, V2).
- Two annual household surveys (A1, A2).
- Four quarterly household surveys (Q1, Q2, Q3, Q4).

The timing of the surveys is shown in Figure 1.1. Data collection requires a fieldwork period of no less than ten months. The village surveys (V1–V2) collect data that are common to all households, or show little variation among them (cf. Chapter 6); V1 is done at the beginning of the fieldwork to get background information on the villages, while V2 is done at the end of the fieldwork period to get information for the 12 months of accumulated recall period covered by the surveys. The household surveys were grouped into two categories: (a) annual household surveys, with A1 at the beginning of fieldwork providing household information serving as a baseline (demographics, assets, forest-related information), while A2 at the end collected information for the 12 month period covered by the surveys (for example, on risk); and (b) the four quarterly
household surveys that focused on collecting detailed income information. All research tools (the prototype questionnaires and the associated technical guidelines; the template for data entry; the codebook; and the data cleaning procedures) can be downloaded from the PEN website (www.cifor.cgiar.org/pen). Prototype questionnaires are available in English, French, Spanish, Portuguese, Chinese, Indonesian, Nepalese and Khmer. While PEN pursued a common methodology, all prototype questionnaires were pretested and adapted to local conditions at each research site. Each PEN partner submits his/her final dataset, along with a narrative adhering to a standard template and providing detailed contextual site information, to the global database.

A key feature of the PEN research project is the collection of high quality data through the quarterly household surveys. These include detailed data collection on all types of income, not just environmental sources. In addition to the higher accuracy and reliability of quarterly income surveys, various income-generating activities often have considerable seasonal variations, and documenting these can help us understanding fluctuations and seasonal gap fillers. The recall period in the quarterly income surveys was generally one month, which would then be extrapolated to the three-month period. The exception was agricultural income and ‘other income’ (remittances, pension, and so on) that used three months, as these are major income sources (easier to remember) and might be irregular (thus the full 12-month period is covered). The PEN technical guidelines also emphasize that all major products with irregular harvesting, for example, short-lived mushrooms harvested for sale on a large scale or the occasional sale of a timber tree from private land, should be identified early on, for example, during preparatory fieldwork and pretesting of questionnaires. A one-month recall in quarterly surveys entails the risk of missing out on these activities, thus a three-month recall was applied for such products. In general, the recall period has to be selected optimizing a trade-off between completeness and accuracy in the respondents’ recall, which will vary across economic activities (Chapter 7).
Coverage and selection of PEN study sites

PEN sites cover major sub-continental areas in Africa, Asia and Latin America (Figure 1.2). Being a collaborative research project, PEN did not have the authority, nor the resources, to fully determine the location of the individual PEN study sites or villages. However, in general study localities were chosen so as to: (a) display at least a minimum level of forest dependence; (b) meet criteria relevant to the topics of each individual study (going beyond the core of PEN); and (c) meet PEN’s site sampling criteria of representation and variation (Chapter 4). Globally, we had study site gaps in West Africa and Indochina that were subsequently filled through targeted external fund-raising and collaboration with partners in these regions. Regarding representation, the aim was to avoid too many special cases, for example, areas with unusually valuable forest products, unusually favourable or unfavourable conditions for income generation, or a history of very heavy donor intervention. The lack of centrally planned study site selection implies, of course, that one cannot draw generalized conclusions for a country from one single PEN study site, for example, stating that the forest income share in Zambia is identical to the one found in our PEN case study.

Figure 1.2 Geographical location of the PEN study sites and lists of site-responsible scientists
To achieve a representative sample, PEN paid particular attention to variation within study areas. We searched explicitly for variation along key gradients (such as market distance, vegetation types, land tenure and institutions, population density and growth, predominance of ethnic groups and commercial stakeholders, sources of risk and levels of poverty) to make site results representative of a larger universe – for example, a district or province of the country being studied (Cavendish, 2003). Not all these gradient variations are found within any single study area and gradients often correlate, making choices easier: market-remote areas tend to be poorer yet richer in natural vegetation, less densely populated yet with a higher share of indigenous people. PEN partners were advised by their PEN supervisors during start-up workshops on how to choose study areas, and selection of villages within those areas.

To be included in the global PEN data set, a minimum sample of 100 households was required. Most studies had higher samples, with an average of about 240–250 households. While PEN sites and villages were thus selected according to explicit stratification criteria, the within-village selection of households followed random sampling, using household lists and pre-existing censuses (see Chapter 4).

Lessons learned from PEN planning and implementation

The basic PEN idea, to develop a common set of methods and establish a network of primarily PhD students to generate a critical pool of high quality and comparable data, has scope for being replicated in relation to other research topics. Some lessons learned from PEN may therefore have wider interest for those who want to do global-comparative research:

- A high-profile research institution should be leading such an effort in order to sell and market the idea, attract qualified PhD students and their supervisors, as well as other external collaborators.
- Allow for sufficient time to jointly develop common prototype instruments and technical guidelines, developing and agreeing on these may take a year or more. This key initial activity should be well advanced before recruitment of PhD students, who otherwise may drop out because their time schedule does not allow them to wait for the research instruments. At the same time, an inclusive process in developing and modifying methods will increase partners’ ownership and commitment to the project.
- Establish meeting places for project partners. PEN had annual workshops, the initial ones focused on PEN methods and implementation; and later on data cleaning, analysis and presentation of preliminary results. Additional fora included an electronic news letter and a mailing list. Web-based discussion groups could also be used (not done in PEN).
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- A global-comparative project needs to provide tangible benefits to the partners (in exchange for the data provided): networking, sponsored participation in workshops and conferences, joint discussion of methods, standardized quality check and feedback on collected data, supervision from resource persons, assistance in funding applications and advice on data analysis and writing. The drawbacks also need to be communicated, for example, strict centralized quality control and pressure to deliver data on time.

- Allow ample time for data checking, cleaning, and harmonization of comparative standards; this takes more time than planned in 99 per cent of cases. Standardized central data quality control procedures should be funded and established; individual timelines should be established for data submission.

PEN also ex post conducted a survey among PEN partners to evaluate the PEN prototype questionnaires and lessons learned from the field. Five areas stand out in the responses:

- Stay in the field as much as possible. The field presence is essential to build trust, collect contextual information and supervise the data collection. This is indeed one reason why field data by PhD students are among the best – more senior researchers often cannot set aside sufficient time to be present in the field.

- Have a dedicated team of enumerators. The enumerators and field assistants are critical for successful fieldwork. Identify and select good enumerators, train them, pay them reasonable salaries, be clear in communication and boost morale by regular interactions and team-building exercises. Being in the field and arranging social activities were the two most common ways to maintain enumerator motivation. However, random checks of performance may also be necessary to discourage sloppiness and data falsification.

- Building relations with respondents is the key to success. Explain the purpose of the research to the local people, respect them and get to know them – ‘Hang out with people, celebrate with them, play with their children.’ Spend as much time as possible talking to the local people ‘since the qualitative understanding is critical to understanding/interpreting quantitative results’.

- Check and double-check data. Check questionnaires as soon as possible after the interviews, correct errors, enter data early (preferably in the field). Also, do not underestimate the time required for data cleaning and management post-fieldwork, it can be grossly underestimated.

- Have a plan – and a plan B. ‘Flexibility, patience, courage, determination and a sense of adventure is essential to successfully pull off something like this.’ Field research is a logistical challenge.
Structure and content of this book

This book focuses on the design and implementation of surveys – as opposed to other research methods, such as experiments, archival analysis or case studies. Surveys gather information by asking questions of respondents. This method has advantages when focusing on contemporary events, when no control of behavioural events is required, and when answering categorical research questions of the what/who/where/how many/how much type (Yin, 2009). In particular, this book is focused on questionnaire surveys that are administered by enumerators through personal interviews with respondents. The book covers the entire research process, from generating research ideas and hypotheses to collecting and analysing data, and communicating the results. Figure 1.3 presents a schematic overview of the relationship between the research process and chapter content. Chapters 2–8 focus on activities and considerations that should start before fieldwork, Chapters 9–11 on activities and issues during fieldwork, and Chapters 12–14 on post-fieldwork activities. In practice, the research process is iterative and facts disclosed during the preparatory field stages may require revisions in research design. Hence, interpretation of the stylized figure should allow for various feedback flows.

Figure 1.3 Overview of the relationship between the research process and chapter content
The type of field research described in this book involves collecting large amounts of empirical data in developing countries and can be demanding in terms of finances, researcher time and respondent patience. Therefore, before setting out, it is worthwhile to consider the justifications for going. In Chapter 2, Victoria Reyes-García and William D. Sunderlin argue that field research is justifiable because it can increase the scientific understanding of a problem through providing access to data not otherwise sufficiently available, deeper contextual understanding, enhanced data quality and inspiration to challenge conventional wisdom. Field research also enables identification of locally perceived problems, as well as insertion of local views into the policy process. The chapter further provides an overview of the various interests involved in evaluating the merits of research. It encourages researchers to be mindful of local research priorities, to involve local people in the research conceptualization and design, and to reflect on sources of personal motivation.

Having decided to do field-based research, the research project starts with the development of a proposal. According to Arild Angelsen and co-authors of Chapter 3, the research proposal should answer two essential questions: what will be investigated, and how. The chapter outlines eight essential steps and describes the process of developing research ideas, objectives, questions and hypotheses that are based on the theoretical foundation and empirical evidence of a scientific field. Furthermore, the proposal needs to identify the data needed to answer the research questions and test the hypotheses, and state how the data are to be generated and analysed. The chapter offers a schematic framework for developing a logically coherent research design, emphasizing the need for consistency between the ‘what’ and ‘how’ questions.

Deciding on who and how many to include in a sample – and how to select them – is fundamental to any empirical research. In Chapter 4, Gerald Shively argues that the decision regarding a sampling strategy must take the research questions and hypotheses as its point of departure, as well as an identification of the target population for the research, in other words, what population the results should be representative of. The sampling strategy should allow both for variation that enables one to answer the research questions and for generalization to the target population. The chapter provides examples of probability and non-probability sampling procedures, as well as rules of thumb and more formal procedures to decide on a sample size.

Continuing with the design of the research, contextual information will both inform and complement quantitative household surveys. In Chapter 5, Georgina Cundill and co-authors use the Sustainable Livelihoods Framework to discuss types of contextual information useful for situating and understanding livelihood strategies and for preparing a household survey. Types of data and
potential collection methods are presented for five livelihood assets; policy, institutions and processes; and the vulnerability context. The authors emphasize the need for the researcher to spend time discussing with and listening to people, trying to understand their perceptions concerning what is important.

Having defined what data are needed, the researcher will continue to select methods for data collection. In order to collect data at the appropriate level (for example, not overload household questionnaires) and format, Pamela Jagger and Arild Angelsen in Chapter 6 present a framework for deciding which surveys to undertake. The choices of scale (household versus village) and survey format depend on two key questions: (a) at which level does the variable vary, and (b) are representative quantitative figures needed in the later analysis? To complement other chapters focusing on the household level, the chapter provides approaches for detailed description of village-level data collection and outlines different village-level sources of data. Other types of surveys covered are surveys of prices and wages, value chains, local institutions and groups.

When it is clear what data needs should be covered by the household survey, the next step is to design the questionnaire and formulate specific questions. Overarching Chapter 7, by Arild Angelsen and Jens Friis Lund, is the need to decompose and translate overall data needs into questions that can be meaningfully answered by respondents without compromising construct validity in the process. At the end of this process, one should have a questionnaire consisting of a set of logically ordered questions that are concrete, specific, simple and using neutral formulations and carefully defined terms. Accordingly, the chapter provides guidelines on this decomposition and translation process, as well as on design and formulations of the specific questions.

Accurate and reliable estimation of non-marketed environmental product values is essential in order to generate trustworthy income data. In Chapter 8, Sven Wunder and co-authors describe some of the structural obstacles found in rural economies of developing countries and then proceed to outline and review six different practical methods for how to assign values to non-marketed goods. They end the chapter by introducing techniques for checking the validity and reliability of values.

With a good research design in hand, it is time to embark on the field data collection. In Chapter 9, Pamela Jagger and co-authors use their PEN fieldwork experience to provide suggestions for how to make fieldwork a fruitful and pleasant experience by spending time attempting to understand the political context, understanding and behaving respectfully within the cultural context and planning the practicalities concerning the research team’s stay in the study area. The chapter argues that the study of natural resources is fraught with political complexity, emphasizes the need to conduct the research transparently
and share findings with the local communities, and discusses health and safety aspects of staying in the study area.

The considerable time and efforts spent on preparation should ensure that the conditions for fieldwork are optimal. To then make the actual data collection a success – in other words, to collect data of high quality – one factor of utmost importance is the quality of the enumerators hired to implement the survey. In Chapter 10, Pamela Jagger and co-authors address the issues of selection, training and upholding the continued motivation of enumerators, aspects of field research often omitted from survey method descriptions. A crucial part of survey fieldwork is the management of the questionnaires used to capture the data. The chapter suggests ways of storing and keeping track of questionnaires, and provides a protocol for checking the questionnaires in the field.

Getting quality data is a major focus of this book. In Chapter 11, Jens Friis Lund and co-authors focus on how data quality may be affected by systematic measurement errors, in other words, errors arising during the implementation of the survey that systematically affect the measurement of a variable across a sample. The multiple reasons for systematic measurement errors are outlined along with procedures on how to avoid or minimize them, focusing on issues related to enumerators and questionnaire administration, respondents’ strategic behaviour and understanding, and bounded knowledge.

In Chapter 12, Ronnie Babigumira addresses an aspect as important to data quality as sample selection, questionnaire design and enumerator selection and training: data entry and checking. The chapter cautions against combining the various steps of data entry and analysis and provides a thorough discussion of how best to code, enter and check data. Examples of typical errors illustrate the importance of the chapter’s advice, and the advantage of using codes rather than storing data as text is emphasized.

After the collecting, entering, checking and cleaning of the data, the researcher should be, finally, ready to start the analyses that may answer the research questions initially set out. Gerald Shively and Marty Luckert in Chapter 13 suggest approaches to data analysis, starting with exploration of data using descriptive statistics, and moving on to hypothesis-driven analyses using multiple regression analysis to establish cause-and-effect relationships. The importance of formulating unambiguous hypotheses, based on theory or empirical studies, with accurately defined variables is emphasized, and common pitfalls in data interpretation are presented.

The last steps of the research process are the write-up and communication of the findings with the purpose of ‘making a difference’, in other words, to influence policies and practices. In Chapter 14, Brian Belcher and co-authors argue that research can influence policies through multiple and iterative pathways, including identification and involvement of the intended audience.
already in the research design phase, and the conscious use of other media complementing the scientific paper. Recognized as the standard format for communication of research results, the structure of the scientific paper is outlined and suggestions for efficient writing are made.
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Chapter 2

Why Do Field Research?

Victoria Reyes-García and William D. Sunderlin

The aim of science is not to open the door to infinite wisdom, but to set a limit to infinite error.
Bertolt Brecht, The Life of Galileo (1939, scene 9)

Introduction

Field research is a methodological approach to observe behaviour under natural conditions. Field research is traditionally contrasted to research conducted in laboratories or academic settings, or to research exclusively relying on existing, or secondary, data. In the social sciences, the collection of raw data in situ often – but not exclusively – occurs in a geographical and cultural context not familiar to the person collecting the data. Differently from other methodological approaches, field research in the social sciences allows the researcher to engage in detailed observation and conversations that give the opportunity to elicit information regarding the data being collected. Many techniques and methods for data collection can be used during field research (Bernard, 1995), including:

- **Observation** of events as they occur in natural settings sometimes expanded by means of a contextual inquiry. Observation can be naturalistic or participant, when the researcher engages in the observed activities.
- **Archival research** or the study of information from already existing records, such as national census or local publications, but also personal documents.
- **Field experiments** or experiments conducted in natural settings in order to understand causal relations among phenomena.
- **Surveys** or the collection of systematic data on people’s actions, thoughts and behaviour through asking direct questions in natural settings.

In the next section, we outline reasons that justify the investment in field research in general. Then, in the section that follows we ask why one should do
field research in poor developing countries. We pose the question at three levels: the interest of society; the interest of the community being researched; and the interest of the researcher. Before concluding, we also discuss some of the ethical challenges related to doing field research. This last section helps one understand how to prepare and carry out field research properly, if one should decide to do it.

Four basic reasons for doing field research

Field research has been a common technique in the social sciences during most of the 20th century (see Box 2.1). But field research, including the collection of data through household surveys – the main method discussed through this book – can be expensive, time-consuming and, in some cases, invasive. Who likes to have strangers ask personal questions concerning your level of education, the number of chickens on your farm, possibly illegal uses of the forest and the amount of remittance income you got from your daughter who lives abroad? So what is it about field research that justifies the often extraordinary amount of effort involved in conducting it, and especially in doing it well? After all, tons of data – including household-level data from developing countries – can be downloaded in a few minutes and free of charge from the internet. Why, despite the high costs in time and money, have researchers from many disciplines adopted field research as a valid methodological approach for collecting data? We outline four basic reasons:

Overcoming lack of data

Field research is often necessary to fill an information void related to the problem to be investigated. Often there is very little or no existing information concerning a problem in a given place or given topic. The problem might be known or suspected by hearsay and rumour, or through reports in newspapers and on the radio, but without primary data to analyse it in a scientific and systematic way. If there is information concerning the problem in the national census, it might be inadequate for gaining insights on its cause, development and possible resolution. For example, national census information is often available at high levels of aggregation only. Field research allows us to test theories at a low level of aggregation because field researchers typically collect information on some of the basic units for decision-making parameters (communities, household, persons). Even when some amount of data exists, gaps might need to be filled. In that case, one could conduct targeted supplementary field research to collect the complementary data needed. Field research makes possible the scientific exploration of problems in geographic
areas or on research topics where there are few pre-existing data. Indeed, the major rationale for the PEN project was the lack of comparable data on the relationship between forests and poverty (Chapter 1).

**Understanding the context**

Even in cases where there is a perfect set of available data to answer a research question, researchers opt to conduct complementary field research. Economists, for example, often conduct short field research visits to understand the social and economic context of the location where the data were collected (see, for
example, the work of Pender (1996) in the International Crops Research Institute for the Semi-Arid Tropics (ICRISAT) Village Level Studies. For example, imagine that you use information from the national census to study a region’s economy. You find that most people derive their livelihoods from agriculture and that most land is communal. But you also find a high inequality of income in agriculture. The finding is puzzling: why is there so much inequality if land is held in common? Field research can help you understand the context of your findings. It might be possible that, because there are high taxes on private land ownership but no taxes of communal land ownership, people declare lands as communal (to avoid taxes) but use them privately in accordance with customary rules for land distribution.

Field research can thus provide a deeper understanding of the local situation, allowing the researcher to measure the origins, scope and scale of a problem, as well as to gauge local opinions on the causes, consequences and means to resolve a problem. In the best of cases, with a large and representative sample of households, it might be possible for research results to serve as an input for rethinking or guiding policy at the national level. But even short of this, local case study research might provide vital insights for understanding and resolving a pressing problem.

**Controlling data quality**

Field research enables control of the accuracy of data collection through at least two mechanisms. First, field research enables corroboration or confirmation of data via triangulation (see Chapter 11). For example, answers to household surveys can be checked against information from other interviewees, observation or written records locally available. Field research helps the researcher determine which results are valid. Second, field research enables the researcher to select sensible questions for the specific cultural context being investigated (for example, to avoid asking Muslim respondents about pork meat consumption).

Furthermore, cultural or ethnic differences can affect the interpretation of a question, but people’s willingness to give accurate answers might also vary depending on their trust of the interviewer. For example, in a culture where government and/or business are perceived as being corrupt or exploitive, responses to questions from outsiders are likely to be affected by the local perception that responses may be obtained and abused by government officials or others. As discussed later in this book (Chapter 11), fieldwork can improve the quality of the data collected by: (a) increasing the trust of people in the researcher, and (b) allowing questions to be identified that might be sensible in a given cultural context, as well as improving the way those questions are being asked.
Opening new frontiers of knowledge

Observing the local reality often tells you things that cannot be observed through national census or survey data. Field research thus puts researchers in contact with a situation that can open their eyes and enable them to initiate new lines of thinking. Field research can provide an empirical basis (and, in some cases, the only basis) for challenging conventional wisdom or for testing a research question, a theoretical proposition or a hypothesis related to a pressing issue.

Reasons for doing field research in poor developing countries

Why should we do field research in poor developing countries? To answer this question it is appropriate to frame the issue in a larger context: Why should one do research in poor countries, not just field research but also the entire linked research enterprise – including research conceptualization and design, bibliographical research, analysis of the census and other national data, and the like? A preliminary answer to these questions is rather obvious. Poor developing countries are places that are often beset by many problems including:

- Low income, livelihood insecurity, vulnerability and poverty.
- Insufficient and unreliable access to health care and education.
- Lack of voice and power of ordinary people in the national and local policy.
- Gender oppression and inequality.
- Lack of access to markets with subsequent low prices for the produce.
- Inadequacy and unfairness of laws and regulations.
- Victimization of local people by powerful outside entities (for example, government, military, private enterprises).
- Lack of recognition of rights, including: tenure over land and resources (customary and/or statutory); citizenship; civil rights; human rights.
- Problems related to environmental management and conservation (for example, deforestation, restriction to access natural resources, climate change).
- Conflict and war.
- Natural disasters (for example, earthquakes, droughts, hurricanes, tsunamis) and epidemics (for example, HIV/Aids, ebola virus).

It is important to point out that all of these problems exist to a degree in so-called developed countries, making it important to ask why we should conduct social science research in developing as compared to developed countries. One possible answer is that a variety of problems can be more severe (though not
necessarily so) in developing rather than in developed countries, and that the means for addressing them (in other words, financial, institutional capacity, and so on) can be more limited in developing countries. Additional knowledge concerning these problems, generated through the collection and analysis of primary data, is often useful for understanding and formulating policy or institutional solutions. Furthermore, in some countries with less freedom to conduct research, outsiders can poke into social and political issues that would otherwise not be researched and, hence, challenge the status quo. In the best of all possible worlds, research effort should be directed in proportion to the severity of social, economic and environmental problems, though this is not always the case.

So – getting to our central question – why should we specifically do field research in poor developing countries? It is important for the following reasons:

1. Field research can reveal new or related problems that the researcher was unaware of. Researchers often go to the field with a preconceived idea of the scientific or social problem they want to address. Upon arrival to the field, they often discover that the problem of interest for the researcher is not the most urgent priority for people in the area (see Box 2.2).

2. Field research can serve as a vehicle for local people to comprehend and address a problem they are facing, thus making it possible to work towards a solution, or, at least, to give local people a means for inserting their views into the policy process (see Box 2.3).

3. Field research can be directed not only at understanding a problem, but also at monitoring and/or evaluating government policies and programmes that might have been put in place to address the problem. For example, field research can help to understand how integrated conservation and development projects (ICDPs) actually work, and to evaluate the real conditions that affect the success of those programmes. Other examples of programmes related to livelihoods in forested areas and environmental problems are: social and community forest programmes; eco-tourism; payments for environmental services (PES); and Reducing Emissions from Deforestation and Forest Degradation (REDD) schemes.

In keeping with the quotation from Bertolt Brecht that opens this chapter, the achievements of household field research can be justified even if they are modest and do not achieve ‘infinite wisdom’. If the research can help lessen the effects of a problem by pointing out a policy error and leading to a policy course correction, it may end up having been worth the high costs involved and the disruption of daily life. Ultimately, the utility of field research to society is partly related to whose interests it serves.
Box 2.2 Fieldwork as an eye-opener: An example from Guatemala

José Pablo Prado-Córdova

Our research project was aimed at exploring the cause-and-effect relationships between the conservation status of the Guatemalan fir (Abies guatemalensis Rehder) and its socio-economic functions at the household level in the adjacent rural villages within this species’ distribution area. Fieldwork was carried out during the period 2004–2006 and entailed interaction among villagers and botanists, plant ecologists, foresters, agronomists, entomologists, economists, enumerators and students from both the University of San Carlos in Guatemala and the University of Copenhagen. The original research question for the socio-economic component of this project dealt with estimating the economic importance of Abies guatemalensis in nearby peasant households. This was decided without consulting villagers regarding the extent to which this question was valid or even relevant for the proposed aim of the research project. Soon we came to realize that this species plays a minor role in local households’ economies. We also learned that conservation threats such as poaching were more associated with external agents, who take the lion’s share of the selling of illegally harvested branches, than with local agents. Fieldwork was an eye-opener for those involved in the project and made us adjust our original set of research questions in order to come up with a more realistic, problem-focused approach.

Box 2.3 Participatory ethnocartography with the Achuar, Peru

Martí Orta-Martínez

In a series of workshops held in Lima and Iquitos in 2005, the umbrella organization of the indigenous peoples in the Corrientes River (Federación de Comunidades Nativas del Río Corrientes, FECONACO) asked for research that mapped the activities of oil companies in their territory. FECONACO aimed to get scientific evidence for the environmental impacts that these activities have in the communal territory of the Achuar indigenous peoples.

To answer the call, a team of researchers of the Autonomous University of Barcelona (UAB) designed a Participatory Action Research (PAR) plan involving both UAB researchers and members of FECONACO. Researchers trained a team of indigenous monitors in the use of global positioning system (GPS) and digital and video cameras. After training, indigenous monitors walked the territory and collected information on old and new oil spills. Researchers cross-validated these data with results obtained from a temporal
study of satellite images in order to assess the spatio-temporal environmental impact of the oil companies on the indigenous territory.

FECONACO has used the information generated by the team of researchers and indigenous monitors to initiate legal complaints to the government of Peru regarding the impact of oil companies in their territory. The research has empowered indigenous communities, allowing them to support their case in legal confrontations with the oil company. It has also raised the environmental standards of the oil company, with obvious environmental benefits for indigenous peoples.

Whose interests are served in doing field research?

The discussion above assumes there is only one frame of reference for judging the utility of field research: that of the academic community and the society at large. But of course there are various interests involved in weighing the merits of undertaking field research involving data collection through household surveys. In this section we focus the discussion on the interest of (a) society at large, (b) the community that is the target of the research, and (c) the person or team undertaking the research.

The interests of society at large

The discussion above basically justifies field research on the basis of increasing our scientific understanding of a given problem. We have also established that conducting field research is justified if it serves to understand, diminish and/or resolve the problem it is designed to address. But ‘society at large’ is a complex entity. Which part of society at large do we mean? Much of social science research in developing countries is funded by bilateral or multilateral donor organizations in collaboration with national governments and institutions. In the best of cases, all institutional parties that manage research are of one mind regarding the importance of the research. But, in some cases, the research is more a reflection of international rather than national priorities. Furthermore, national or more local priorities are not necessarily in agreement in some research interest areas. For example, national governments might not have an interest in research focusing on the social conditions of ethnic or religious minorities that outside researchers consider worthy of study.

Research regarding tiger conservation in India provides an example of how international agendas often dictate what needs to be researched. The rapid decrease of the tiger population has led both to policy responses by the national government and to an increase in research on the topic, but neither of these
really take into account local priorities. Following an international trend (Smith and Wishnie, 2000; Chan et al, 2007), the government of India in 1973 enacted ‘Project Tiger’, a set of political measures to protect this emblematic species mainly through the creation of protected areas, such as tiger reserves and wildlife sanctuaries. Unfortunately, these measures generally do not take into consideration the presence of people living inside or around the protected areas. Research on the topic has focused on the biology of the species and on the causes of its disappearance, such as poaching or habitat destruction (Madhusudan and Karanth, 2002), but not on the interactions between local people and wildlife. Thus, policy measures and the research agenda have both followed trends established by international conservationist organizations and have neglected local priorities, such as access to natural resources, development and protection from wildlife. It is important for conscientious researchers to be mindful of these dynamics and of the fact that society is composed of many actors, not all sharing the same interests.

The interests of the community being researched

Does field research conducted in a given community end up serving the interests of that community? Ideally, this would be the outcome, though often it is not. And, even worse, bad field research can cause or aggravate problems in the community being studied.

Ideally, field research can at least provide an indirect benefit to a community by, for example, serving as the information base for development projects or policy reforms that eventually redound to the benefit of the community. In some cases, the benefit can be more direct – such as in cases where action research is focused on understanding and remedying only the problem experienced by the community. However, many field research projects fall short of these objectives. It is important for research institutions and individual researchers to attempt to design research in such a way that community interests are served, either directly or indirectly, in spite of the fact that this is a difficult challenge.

Frequently, respondents in target communities reap absolutely no benefit from research, in spite of having collectively put hundreds of unpaid hours into answering questions. This might result from any combination of bad preparation, poor design, implementation, data collection, analysis, policy outreach and policy impact, among other factors. A frequent retrospective lament of many university students and senior researchers is that their hard work in the field has ended up ‘gathering dust on a shelf’.

Often, however, research is deliberately extractive in character and has no intention to directly benefit the community being researched. Often extractive research can be justified by indirect benefits to the community researched.
(for example, through policy change) and possibly to other communities to which the results may be generalizable. However, in some cases, field research does not attain even the indirect benefits sought.

How can we best assure that field research serves the interests of a given community, if that is a goal of the research? One way to do that is to involve local people in the conceptualization, design and/or implementation of the research (see Box 2.3). It is not always practical or possible to carry out field research in this way, but is an option that should be considered by researchers who are strongly inclined toward assuring that communities benefit from research efforts carried out in their midst. Another way of benefiting local communities is directly sharing the knowledge generated through the research with them, as was done by several PEN researchers (see Box 2.4).

**Box 2.4 Returning information to participants:**

*The Community Baboon Sanctuary, Belize*

Miriam Wyman

A study was conducted within the Community Baboon Sanctuary (CBS), Belize, a small community-reserve under the World Conservation Union (IUCN) Category IV protected area status to protect the black howler monkey (*Alouatta pigra*). Research assessing conservation from different perspectives involved interviewing 135 of the approximately 220 landowners within the seven villages that make up the CBS. Additionally, fieldwork surveying forest and land cover change covered all seven villages. The research results were returned to the CBS villages through meetings and through dissemination of written materials:

1. Meetings
   
   The researcher returned to the CBS to make a formal presentation to the Women’s Conservation Group, the management body representing women leaders from the seven CBS villages that oversees conservation efforts and research within the CBS.
   
   Additionally, the researcher visited each of the seven village leaders and organized a meeting in each of the villages for interested residents. The meetings provided a good opportunity to not only summarize the research findings, but also to answer the questions or concerns of residents regarding the goals and process of the research. Several meetings provided a forum for residents to communicate with each other on how this research could improve their livelihoods or resolve local management issues.

2. Written materials
   
   Short, non-technical reports (3–5 pages) were developed and handed out to residents at all meetings and to each of the seven village leaders.
Field research can potentially uplift local people by valuing their knowledge. Many local people are used to having their opinions ignored. By trying to understand local perspectives and putting them in the public arena, researchers can provide an avenue of empowerment and communication between local people and authorities that otherwise would not exist. Finally, in some cases at least, especially where there is no research fatigue, local people might simply enjoy the interaction with somebody from the outside asking interesting questions, bringing pictures of faraway places and just spending time with them.

The interests of the researcher

Field research is done not just to meet societal and community objectives, but also those of researchers themselves. Various academic and personal interests motivate the implementation of field research by researchers and university students:

Academic interests: There is often a pedagogical component in social science curricula that gives attention to ‘learning by doing’ and learning by having first-hand contact with, and knowledge of, the day-to-day realities experienced by the people being studied.

Such curricula tend to espouse a training approach where the practicum embraces all aspects of the social scientific approach, from beginning to end: theory; methods; identification of a problem; formulation of a question or hypothesis; draft research instrument; pretesting; community household census; random selection of households; implementation of a household survey; data entry; data cleaning; data analysis; write-up; and restitution to the community. Indeed, the structure of this book reflects such an approach.

Relatedly, field research experience is sometimes a requirement for obtaining a degree in a specific field of study (such as anthropology or development studies).

Personal experience: Field research provides the opportunity for a unique personal experience. Field research entails the discovery of new places,
challenging oneself, often learning how to work in a class, race, ethnic, cultural and linguistic context different from one’s own and learning how to overcome difficulties in this unfamiliar context.

Understanding the world through field research is a valuable personal asset. In many types of employment (including jobs in the conservation and development sectors), field research experience adds to the value of an academic degree.

While a positive personal experience and growth are important motivations (and these help in doing good fieldwork), there is also a risk that fieldwork can become ‘academic tourism’. It is important for researchers to reflect on their motivations for doing field research, and to answer the question: ‘who will really benefit from this research?’

The challenges of field research

What has been stated above appears to be – we hope – a set of convincing arguments for conducting field research in general, and field research in developing countries in particular. As long as the interests of society at large, the community, and the researcher are all met, why would one hesitate to conduct such research? Reflecting on what happens in the real world of research, there are some good reasons to hesitate and to reflect deeply on whether field research is truly worth the investment. The main challenges in conducting accurate and useful field research are ethical and personal. We outline below some of the more important ethical challenges, and, in Chapter 9, our colleagues discuss personal challenges while being in the field.

Ethical challenges

Field research raises ethical issues and it is important to be fully aware of them beforehand to address them adequately. The following are among the most important issues that must be thought through before and during field research:

Perpetuating unequal power relations: Bear in mind that communities that are the subject of field research may not always have the power to authorize or object to the field research being done. They are often on the receiving end of a prior decision made by people in government and/or academia ‘the research will be conducted in village X’. Even if researchers ask village or town leaders for permission to conduct research, there is often no latitude for the leaders to say no. Conversely, communities are often unable to promote (in other words, to fund) or authorize research in cases where they want it done (say, to reveal a problem), as villages often lack the financial means to fund research and authorities can prohibit research that is too sensitive.
Closely related is the fact that local people often have no say in the content of the research to be done. For example in the 1980s and 1990s, much of the content of social science research in forests in developing countries was motivated by concern for the protection of forests and biodiversity and gave little (or lesser) attention to the well-being and rights of forest dwellers (West et al, 2006; Chan et al, 2007). Similarly, since 2006–2007 the focus has shifted to the role of forests in the global carbon cycle. Participatory approaches (see Box 2.3) can address these problems to some degree. However, the participatory approach is not always an appropriate mode of research and it should not be used in situations where science is not well-served by the consultative process.

The unfortunate and often invisible reality is that among the three interest groups discussed above, the communities are the least powerful.

**Releasing of sensitive information:** During field research, sensitive private information might be disclosed, potentially resulting in embarrassment for or harm to community members. Researchers should protect the privacy of participants. To prevent the release of sensitive information in settings where interviews are conducted face to face, researchers should select their methods of data collection, processing and publication carefully. For example, researchers should strive to conduct household interviews privately – out of the hearing range of eavesdropping neighbours or local government officials – both to guarantee privacy and also to improve the quality of communication with (otherwise) reluctant respondents. Researchers can also minimize the risk of public release of sensitive information by assuring the confidentiality of the names of respondents and the names of research villages.

**Issues related to data ownership:** Researchers conducting field research assume they have full ownership of the primary data being collected. But in cases of research on sensitive topics, for example, on issues related to territorial rights or traditional ecological knowledge, local people might be interested in the use of the primary data for non-academic purposes. The matter of relinquishing control of research data enters into a realm of ethics that researchers seldom think about beforehand.

**Unexpected outcomes:** The implementation of research sometimes stirs up local emotions related to the problem being investigated. In those cases, government authorities might act against local people who have chosen to become vocal. Or sometimes, the published research leads to policy reform or rethinking of programme objectives, and these reforms or new objectives are sometimes contrary to the interests of people in the community. For example, documenting widespread illegal forest uses may lead to stronger law enforcement towards local violators. While the researcher might not have intended these outcomes, it does not alter the fact that – in the worst of cases – the outcomes can be devastating and cannot be changed.
Almost all research endeavours have some relation to politics and power, and for that reason alone, one must be mindful of the consequences of conducting field research.

**Overcoming the challenges**

The negative consequences described above can often be avoided with foresight and – above all – a conscientious attitude on the part of researchers. In various parts of this book, reference will be made to steps one must take to uphold ethical standards in designing and implementing a research project. Here, we merely list a few basic principles that should be borne in mind as researchers embark on their projects:

- Consider participatory research approaches, but only if they are feasible, practical, and are consistent with the topic being investigated (see Box 2.3).
- Make sure that target communities are adequately consulted prior to doing research, and engage in these consultations mindful of the unequal power relations mentioned above.
- If the research project involves indirect rather than direct benefits to the community, explain this candidly to community members.
- Guarantee anonymity in the processing and publication of data (for example, the names of respondents should not appear in publications) and then rigorously uphold the promise.
- Tell members of the community that you will give them a full accounting of what has been found through the research, and then come through on this promise. Returning information to communities can be done in simple and inexpensive ways (such as community workshops), even for graduate students with small budgets.
- Prepare yourself for the field. Minimize culture shock by getting a big head start in learning the local language and by informing yourself about customs, mores and traditions. The more prepared you are, the more enjoyable your field experience will be.

**Conclusions**

In summary, there are good reasons for doing field research and yet also various reasons to be hesitant before committing oneself to this time- and resource-demanding activity.

In deciding whether and how to do field research in developing countries, prospective researchers need to be mindful of whose interests are being served.
and the ethics of the research enterprise. Researchers need to go beyond the deceptively comforting assumption that a research project is well-conceived and worthwhile if it is initiated and funded by an international donor organization and endorsed by a national government. Researchers should be aware that their presence in the field, rather than contributing to the welfare of the people that supply the data and host them, can be potentially abused in power struggles and that research results can be used to fuel those struggles. So, in weighing the ethical considerations of field research, it is important to think through ways to avoid perpetuating unequal power relations and to affirm a moral commitment to the community by planning ways to guard sensitive information, by anticipating sensitive issues related to data ownership and by striving to conduct the research in such a way that unwanted outcomes are prevented.

In our elaboration of the challenges of field research in poor countries, we do not want to dissuade prospective researchers from undertaking this activity. Instead, our message is that field research can be of great service to the community being studied, to society at large and to the researcher if – and only if – serious and responsible thought is given to the challenges that surely lie ahead.

Key messages

- Field research has several benefits: it can be used to overcome a lack of data from existing sources, to understand the local context, to control data quality, and to open new frontiers of knowledge.
- To guard against unwanted outcomes, great care and forethought should be invested in understanding whose interests are being served: that of society at large, that of the population being researched, or that of the researcher.
- Fieldwork involves several ethical challenges: unequal power relations between outside entities (like the government, international donors and the researcher) and the community being researched; the need to guard against the release of sensitive information; field research data ownership; and avoidance of unwanted outcomes for the local population.
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Chapter 3

Composing a Research Proposal

Arild Angelsen, Carsten Smith-Hall and Helle Overgaard Larsen

Science is facts; just as houses are made of stones, so is science made of facts; but a pile of stones is not a house and a collection of facts is not necessarily science.
Henri Poincare (1905, La valeur de la science, Flammarion, Paris)

What is a research proposal?

Research can be defined as ‘a systematic investigation of a question or resolution, based on critical analysis of relevant evidence’ (Walliman, 2005, p37). A research proposal is a concise presentation of the planned research, answering two key questions in particular: (a) What is the project going to investigate? And (b) How is the project going to undertake the investigation? The research proposal specifies the steps required to move from questions to answers by providing a logical, coherent and realistic plan of action.

A research proposal typically has two purposes. The internal purpose, which is the focus in this chapter, is to force the researchers to carefully design and plan the research project. The research plan should be sufficiently operational to provide the general structure for project implementation. Most projects involve several partners, and the research proposal creates a platform for the early planning and collaboration among them. The external purpose is to convince the reader that one has a good (important, relevant) research idea, that it is of high scientific quality (well-formulated, sound methods, competence of individuals involved) and that the planned project can be implemented (realistic time and resource use). External approval may be needed to obtain funding or research permits, to be enrolled in a PhD programme or to get new research partners; for an overview of external evaluation criteria see Peters (2003).
A wide range of publications focused on research processes and research designs is available (for example, Bechofer and Paterson, 2000; Booth et al, 2008; Creswell, 2009). Many of these include advice on preparing research proposals. The process of developing a research proposal can be seen as consisting of eight steps. These are illustrated in Figure 3.1. The first step is to produce a good research idea, which is then refined into a number of objectives and research questions. Further consultation of the literature should lead to development of a conceptual framework and a set of testable hypotheses. This should, in turn, allow a specification of data needs, how these are to be collected and finally demonstrate how they are to be analysed. Box 3.1 provides the outline of a typical research proposal and Box 3.2 specifies four key indicators of the quality of a research proposal.

The initial five steps in Figure 3.1 answer the first basic question, namely what to investigate (and why). The next three steps focus on how to undertake the investigation and why the approach is appropriate. A good research proposal covers all the eight steps and has coherence among all elements. Although the steps are presented sequentially, developing a research proposal is an iterative process.

![Figure 3.1 Chewing the apple: Eight key bites in preparing a research proposal](image-url)
A research proposal normally has the following headings (sections):

**Title**: Most researchers and graduate students use boring titles both on articles, papers and theses. Too bad, because people will then forget your work much more easily, or they may not even be attracted to read it in the first place. A good title is descriptive, of course, but one can also play with words. One possibility is to have a short catchy title followed by a more descriptive subtitle, for example, ‘Ecuador goes bananas: Incremental technological change and forest loss’ (Wunder, 2001). But be careful – one can go too far in ‘clowning around’.

**General objective**: Presents the purpose of the research, including the (justified) problem leading to the need for the research. This should be brief, a maximum of ten lines. Here is one example, taken from a PEN proposal:

The general objective of the proposed research project is to advance our understanding of the role of tropical forests in maintaining and improving rural livelihoods. Tropical forests are crucial to the livelihoods of millions of poor people worldwide. But just how important are they in preventing and reducing poverty? Which types of forests and products count most for the poor? Answers to such questions are essential to design effective forest policies and projects, and to incorporate forest issues in poverty reduction strategies. Yet we have surprisingly little empirically based knowledge to answer such questions adequately.

**Background and justification**: Most draft proposals have too much on this. Background is the easiest part to write, because one can learn a lot about most topics from the internet (please note, if used, remember to cite proper references). But set the scene: the geographical background, the policy debate and the state-of-the-art in the literature. And discuss why is it important to undertake this project – what is the rationale? What is the expected contribution to the policy debate, to the people in the area and/or the literature? This means that you should include a brief review of the relevant literature, with *brief* being the key word (again, most research proposals have too much of the literature review, and too little on what the project is going to do).

**Conceptual framework (and theory model)**: This can include:

- a brief review of the relevant literature, major conclusions relevant for the work; and/or
- your own framework in terms of a box-and-arrow diagram on what the world looks like – at least the world relevant for your proposed project; and, in some cases,
This chapter focuses on the first five steps. The next three steps are elaborated in Chapters 4–8 and 13. Developing the research proposal is part of the overall research process; note that not all components in the research process are covered by Figure 3.1, for example, data cleaning (Chapter 12) and communicating the research (Chapter 14).

**A good research idea and the objectives**

Each year, in universities around the world, the following scene unfolds. A student enters a professor’s office, and asks the following question: ‘I’m interested in topic X in country Y. Do you think I can write a thesis about it?’ Topic X can be any number of things: poverty, environment, gender, food security, microcredit, forest use, aquaculture, fertilizer subsidies, trade liberalization or
development aid. The list is virtually endless. Country Y, of course, could be one of the more than 100 developing countries. The student may receive a reply something like this: ‘Yes, you can! In fact you can probably write about 100 theses about it. How many theses do you want to write?’ The surprised student looks like a question mark and mumbles: ‘Hmm, well, just one...’

What characterizes a good research idea? It should be original, related to theoretical developments in a particular field and/or practical problems that have received inadequate attention in the past (Sjöberg, 2003). It should address a research problem – the issue that leads to the need for the research (Creswell, 2009). Further, it should be possible to empirically investigate the idea within the temporal and financial constraints of the project.

So how do we come up with good research ideas? Starting points for generating good research ideas include the literature, attending and participating in scientific discussions (from the regular Wednesday lunch presentation to international conferences) and other events (such as seminars organised by non-governmental organizations (NGOs) working in your particular field) and getting into the field (directly observing issues and talking to people).

Most research ideas are initially too broad and too vague to be good or bad. For example, the relationship between poverty and the environment in Ethiopia is an interesting issue, but too broad for most research projects. Almost any research ideas can be made into good research proposals – or bad ones – although some ideas are certainly more challenging than others. How do we move forward and get from a possibly good idea to finding out whether an idea is good or bad? A first step in operationalizing the research idea could be to formulate the research objectives – what will the research attempt to achieve? The general objective (purpose) should be a broad formulation of how the proposed study feeds into the existing literature, for example, to contribute to the emerging body of knowledge on household and community-level climate change adaptation in developing countries. The specific objectives (the scope and number depends on the type of research proposal) should explicitly formulate what the study will contribute in the area specified in the general objective. For example: (a) develop a typology of adaptive responses to climate changes, based on empirical household-level data across a range of sites, and (b) explain the distribution of response types across households and communities. Good specific objectives are logically linked to systematically address the different components of the general objective, identified, for example, through literature review (Box 3.3). They use specific verbs, such as determine, develop, calculate, compare, and avoid vague verbs, such as understand and study, to convey the intended actions unambiguously. Further, the sequencing of specific objectives often move from the simple (quantification or determination of the problem) to the more complex analytical (explanation of causes and effects);
they must all be possible to realize given financial, temporal and other constraints.

Initially, graduate students and researchers typically generate many research ideas and, in the end, have to pick just one. Which one to choose among several good ideas? Three commonly used selection criteria are: First, what can be learned from this research? What is the potential for new insights? Second, one should consider choosing something that is policy relevant and useful to someone. Look through journals (popular and scientific), policy and other documents to find out ‘what’s hot and what’s not’. Third, one should choose something that one is interested in and finds fascinating. That personal

**Box 3.2 Four generic indicators of the quality of a research proposal**

There are several ways of assessing the quality of a research proposal, but four generic indicators are commonly accepted within the social sciences.

**Construct validity** refers to the degree to which the operational measures in a study reflect the theoretical constructs on which they are based – a survey questionnaire should use coherent and consistent measures of the variables of interest. For example, forest income must be defined so that it can be discerned from other income sources, such as income derived from trees on agricultural land.

**Internal validity** refers to the approximate truth about inferences regarding explanatory or causal relationships. It is, therefore, only relevant to research that seeks to make causal or explanatory inferences, but not to purely explorative and descriptive studies. Assume, for example, that a study aspires to investigate the impact of forest accessibility on households’ dependence on forest income. This requires data that enable controls for other factors affecting forest income, such as market access, in order to establish internal validity. In general, internal validity is established by ruling out rival explanations to the hypothesized causal effect.

**External validity** refers to the ability to generalize. It is the degree to which the conclusions based upon a research study hold under other circumstances. The possibilities of assuring external validity are affected by the sampling approach (see Chapter 4), but also by the gathering of empirical evidence on context variables that can be used to situate the individual study in a larger empirical context (see Chapter 6).

**Reliability** refers to the quality of measurement, in other words, the consistency or repeatability of the measurements of variables. Reliability is pursued by seeking to minimize measurement errors in the implementation of the research (see Chapter 11).

Source: Trochim (2006); Yin (2009).
motivation is needed during the long evenings/night shifts that are required to complete the research project. While personal interest might be one good reason for the choice of research topic, Walliman (2005, p28) warns against making ‘the choice of a problem an excuse to fill in gaps in your own knowledge’. Research should enlarge the public knowledge about a topic.

**Research(able) question(s)**

When the research idea and objectives are formulated and delimited, the next step is to develop one or a few research(able) question(s) in connection to each specific objective. The success of the research project depends a lot on how each research question is formulated. First, if the research questions are not well defined, this may result in the collection of data that will not be used and/or not collecting data that would be needed to answer the more specific research question eventually chosen. Second, a good research question helps limit the scope of the project. We are yet to see a research proposal that set out to do too little. Limitation can be achieved in many ways, for example, geographically (only Masindi district instead of Uganda), reducing units of analysis (only charcoal producers and not rural households) or stricter boundaries around the problem to be investigated (only one specific policy intervention, such as better policing along the roads for illegal charcoal producers). Third, a well-defined research question is an essential component in the structure of a research proposal. In particular, it helps to define the relevant literature, develop good hypotheses and define data needed.

Finding a good research question is often the most difficult part of the research planning. There is no simple recipe to follow, except: Read – discuss – think! Some proposals contain purely descriptive research questions, for example, ‘what are the main income sources in the study area?’ Getting an overview of the local economy may be important in the project but such descriptive questions make poor research questions. Research goes beyond simple accounting or finding correlations between variables – it also aims to understand and explain the world (for more on this, see Chapter 13). The research questions should reflect that. Desirable attributes of a good research question include:

- First, it is sharply defined in a way that can be answered in one sentence, possibly with ‘yes’ or ‘no’. An example of a poor research question (although it can be used to formulate the general objective) is: ‘Which factors influence the adoption of soil management practices?’ A better one is: ‘Does better access to formal credit lead to higher investments in terracing?’
- Second, it is researchable in the way that the proposed project can answer the
question, given particularly two constraints: (a) the time, money and skills available, and (b) the data availability and variability (enough variation in the data to test the hypotheses, see below).

- Third, a puzzle or apparent paradox makes a good starting point for making research questions. It might be a case with contradictory impacts, or contrary to conventional wisdom. For example, there is a research report from the highlands of Ethiopia suggesting that poor people invest more in soil conservation, contrary to what conventional wisdom suggests. Why? You formulate a research question based on this, and later make possible hypotheses to test (for example, the poor rely more on the land and therefore have stronger incentives, or soil conservation is labour intensive and the poor have low opportunity costs of labour).

- Fourth, it makes a contribution to our knowledge base. That means either that: (a) the research question is a new question or an old question reformulated and taken a step further, or (b) an old question applied to a new geographical area or a new (and better) set of data (to test the universal applicability of the answers proposed by earlier studies).

- Fifth, it is policy relevant, in other words, there are some policy handles and space for intervention (not necessarily by national government, but also by NGOs, local village council, firms or donors).

**Conceptual framework**

Having formulated objectives and research questions, the next logical step in the survey-oriented research process is to explicitly identify/develop and describe a conceptual framework. In practice, this is often done alongside the specification of objectives, research questions and hypotheses. A conceptual framework essentially defines and outlines relations between the main concepts a research project works with, based on selected, prevailing theories and associated empirical works. In other words, how the reality under study is expected to behave. A conceptual framework should provide guidance to the development of hypotheses and subsequent determination of data needs and selection of techniques for data analysis.

Conceptual frameworks come in many forms and vary across disciplines. Chapter 5 presents one that many students of poor rural economies have found useful, namely the Sustainable Livelihoods Framework (SLF, for example, Carney, 1998; Ellis, 2000). The SLF is a broad framework for analysing how household assets and higher scale factors (local institutions, markets, and so on) result in a set of livelihood strategies and associated livelihood outcomes (that have repercussions on household assets in the next period as well as on the
The broadness of the SLF is both its strength and weakness. It is useful as a framework for organizing information, as demonstrated well in Chapter 5, but it is less well-suited as a basis for development of explicit hypotheses – for this additional literature needs to be consulted.

The conceptual framework should not be confused with general theory development in the social sciences. A theory is by Walliman (2005, p439) defined as: ‘A system of ideas based on interrelated concepts, definitions and propositions, with the purpose of explaining or predicting phenomena.’ Thus, a major distinction between the conceptual framework and the theory is in terms of specificity. For example, the agricultural household models in the tradition of Singh et al (1986) can be seen as a specification of certain aspects of the SLF approach. While SLF gives a general link between markets and the choice of livelihood strategies, a simple agricultural household model might predict that higher off-farm wages will reduce the production of subsistence crops.
Depending on the purpose of the project (or the research proposal), the researcher may want to elaborate in detail the theory part in the proposal. This is, however, specific to the discipline and not discussed further.

Identifying, developing and describing a conceptual framework (and the associated objectives, questions and hypotheses) may be difficult and time-consuming. This should be done on the basis of an overview of the existing literature and identification of the research frontier in the field under study. Fortunately, good reviews are available in many fields and most research articles feature short literature reviews. A good point of departure is just to start reading and nesting (in other words, follow interesting references), for example, based on initial internet search (using bibliographic search engines or databases such as Google Scholar, ISI Web of Knowledge, Science Direct or Swetswise) and discussing ideas and draft texts with colleagues or fellow students.

**Hypotheses**

The next step is to develop hypotheses that should be formulated in response to each research question. A hypothesis is a reasonable scientific statement that is put forward for empirical testing. Beveridge (1950) refers to it as the principal intellectual instrument in research.

The difference between the research question and hypotheses is not always clear-cut. It depends on how they are formulated. We often recommend the following approach and balance between the three first components of the proposal: one grand research idea, 1–3 specific objectives, a few (maximum 4–5) research questions, at least one and maximum 3–4 hypotheses linked to each research question. But, there is a limit on the total number of hypotheses (not more than 6–8).

There are two principal ways of deriving the hypotheses, corresponding to two fundamentally different scientific approaches: (a) the deductive (or hypothetico-deductive) approach, where hypotheses are derived from theoretical models, and (b) the inductive approach, where hypotheses are based on empirical research findings (Creswell, 2009). In many proposals, the hypotheses will be developed using a combination of the two approaches (and theories are often being modified to accommodate new empirical results). In the research method discussed in this book, surveys and hypotheses should be based on both a consistent conceptual framework (and theories) as well as a review of the existing empirical knowledge. This will make it possible to directly relate research findings to larger scientific discussions. A common flaw, for example, in Master theses, is ‘ad hoc reasoning’ where results are not presented or discussed in a larger theoretical context.
Desirable attributes of a good hypothesis include that it leads to new knowledge and that it is testable. A hypothesis can lead to new knowledge by taking well-established facts further through combining them and thereby creating (and testing) new links between variables. Consider this example:

Fact 1: Many farmers are credit constrained.
Fact 2: Soil conservation often requires cash investments.
Hypothesis: Credit constraints discourage farmers from investing in soil conservation.

This hypothesis combines the two general facts, yet there are many reasons why this might not be true: other constraints can be more important, or farmers give soil conservation investments low priority and make other investments when credit supply increases. Trivial hypotheses that do not generate new knowledge should be avoided. For instance, the hypothesis ‘household consumption increases with higher household income’ is based on theory and can be tested with appropriate data, but is not very interesting as the relationship between income and consumption is already well-established.

An absolute requirement to a hypothesis is that it is testable. The formulation, in combination with data to be generated by the proposed research (next section), must ensure this. Hypotheses derived from mathematical models, with fewer variables and more precise predictions regarding relationships, are normally more specific and testable.

Consider the following hypothesis: Households’ dependence on environmental income depends on household and village characteristics. This is poorly formulated because it is too general, for example, it does not specify which characteristics influence environmental dependence in what way. Thus a better hypothesis would be: Households in geographically remote areas have higher environmental dependence. This hypothesis seeks to establish the correlation between two specific and measureable variables. This might be taken a step further, by asking the ‘why’ question (Chapter 13) and then formulating hypotheses that test the reasons why environmental dependence is higher in remote areas (assuming that is the case). The reasons could be low prices of agricultural commodities, few off-farm work opportunities, better access to forest resources, and so on, and associated hypotheses would be of the type: Poor access to agricultural markets leads to higher environmental dependence.

All variables used in hypotheses must be measurable, in other words, they should be operationally defined. For instance, the reformulated hypothesis should be accompanied by text defining the four key terms used and describing how they can be measured: households (for example, group of people living under the same roof and pooling labour and income resources); remote areas (for example, using the proxy of travel time to nearest major market or the district capital); dependence (two typical measures are absolute income, and
relative income, in other words, share of total household income); and environmental income (see, for example, Sjaastad et al, 2005). This specification may result in the need for definition of additional terms (for example, what is meant by labour pooling), until it is unambiguously defined at the level where each variable can be measured in the field.

**Data needs**

Having completed the first part of the research proposal (the first five steps in Figure 3.1, related to ‘what to investigate’), the next stage is to specify data needs, how data are to be collected and finally how they are to be analysed (the last three steps, related to ‘how to investigate’). A useful tool to ensure consistency between the different steps in the research process is the research matrix (exemplified in Table 3.1). The research matrix is simply a set of columns of four of the eight elements in the research process outlined in Figure 3.1. It can be expanded to include data collection instruments, conceptual/theoretical underpinnings or other non-research process items, such as a column on policy relevance. A well-prepared research matrix will ensure a robust research design with strong, consistent and clear relations from research questions and hypotheses to methods for data collection and analysis. The process of preparing a research matrix often leads to modification and delimiting of research questions and hypotheses, as it becomes clear that data requirements are too large or that research questions are ambiguous.

The data needed depend entirely on the hypotheses to be tested. Here we want to highlight some of the generic and critical issues in the process: the population from which the data are being collected and the variables to be included in the data collection. The former concerns the site selection and sampling strategies discussed in Chapter 4, while the latter concerns the choice of survey types and design of survey tools discussed in Chapters 5–7.

When considering the population to study and the variables to elicit, it is critical to ensure that the necessary variation is present in the data. Consider the research question: ‘how does charcoal production vary with the charcoal price?’ The price response cannot be estimated by a one-shot household survey from three neighbouring villages, as the variation in charcoal prices at one point in time within a limited geographical area is likely to be small. There is simply not going to be sufficient price variation to permit testing the hypotheses derived from this question. Thus a key principle is: Design your research so as to get variation in the variables applied for testing the hypotheses, and keep the other variables constant. A (random) sample of households in three neighbouring villages will provide natural variation for studying, for example,
the role of forest extraction over the life cycle of a household, where the varying variable could be age of household head. Other household characteristics with natural variation would be income (poverty), assets, household headship, household size, and so on.

Variables such as prices and institutional arrangements show less variation across households in a community, and a study of these will require careful selection of study area and communities/villages to be included to get the required variation. Market accessibility (central–remote location) is often a key gradient in livelihood strategies (Ellis, 2000) and is often positively correlated with factors such as population density and forest abundance. Interesting

Table 3.1  An example of the research matrix in relation to the specific objective ‘to analyse the roles of forest resources in rural livelihood strategies’

<table>
<thead>
<tr>
<th>Research question</th>
<th>Hypotheses</th>
<th>Data needed</th>
<th>Methods of data analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. What is the share of forest-derived income in rural households?</td>
<td>1.1 Poorer households’ forest-derived income is higher relative to total income while richer households’ forest-derived income is larger in absolute measures.</td>
<td>Total household income.</td>
<td>Forest-derived income per income quartiles.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Forest-derived income.</td>
<td>Chi-square testing – comparison of conditional means.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Household-level recording of (a) type of shocks, (b) impact of shock, and (c) responses to each shock type.</td>
<td>The importance of forest-based and other responses across shock types and income quartiles – comparison of conditional means.</td>
</tr>
<tr>
<td>2. Do natural forest resources provide important insurance values in coping strategies?</td>
<td>2.1 In situations of common and idiosyncratic income shocks, forest resources have an important insurance function.</td>
<td>Total household income.</td>
<td>Table analysis of forest-derived income and consumption per income quartiles.</td>
</tr>
<tr>
<td></td>
<td>2.2 Forest-derived income does not provide sufficient means to smooth consumption relative to the risk/shock faced by households.</td>
<td>Forest-derived household income.</td>
<td>Chi-square testing.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Consumption survey.</td>
<td></td>
</tr>
</tbody>
</table>

Source: Adapted from Nielsen (2006)
research questions that use this dimension can be developed. On the other hand, for research not related to the location continuum, variation along this gradient is best avoided. To illustrate this point, consider a comparative study of local institutions in terms of the poor’s access to the forest: Having selected villages with different institutional arrangements, if these also vary in terms of market access – and market access and institutions are correlated – how can one be sure that the differences observed are due to the different institutional arrangements and not market access?

Some research topics require time series data. Indeed, a large set of new research opportunities opens up with panel data and access to earlier surveys (with household contact information) will enable construction of panel data sets useful for, for example, testing or exploring how environmental dependence varies with types of household trajectories. The study of poverty dynamics, for example, has been greatly facilitated by the better availability of panel data (Deaton, 1997; Carter and Barrett, 2006). Even without household contact details, access to previous survey results may allow for studies on village characteristic trends or provide important contextual background information.

Data collection and analysis

Once the idea and the conceptual framework of the research proposal have been developed; the objectives, research questions and hypotheses defined; and the data needs identified, the laborious tasks of setting up and implementing the data collection instrument – the questionnaire – awaits. This is no trivial matter, as the questionnaire needs to elicit information on all variables necessary for assuring internal validity (in other words, conducting the analyses required to answer the research questions) in a way that does not compromise construct validity (in other words, actually measuring the theoretical concepts outlined in the research questions) (see Box 3.2). Keep in mind, however, that the quality of data arising from even the best questionnaire design can be seriously compromised by faulty data collection. Pitfalls and opportunities of designing questionnaires are presented in Chapter 7, while Chapters 9–11 are devoted to strategies ensuring high quality data during fieldwork.

Data analysis starts when (at least some) data have been collected. But methods for analysing data need to be decided when the research questions are formulated to ensure that data on all required variables are available for research to go beyond descriptions and basic correlations (as well as for proper sampling strategies). Chapter 13 gives an introduction to data analysis.
We stress the need to continue the iterative research design process during data collection. This entails scanning data collected during the pilot test of the questionnaire for detection of ambiguities and keeping an eye on the data collected with the final questionnaire. It is valuable to monitor the collected data in terms of, for example, missing or unreliable data on key variables that could endanger the data analysis. Performing basic correlations and cross-checks on the preliminary data may provide hints for follow-up during collection of contextual data.

**Conclusions – what can go wrong**

Developing the research proposal is perhaps the most critical stage in the research process, with ample opportunities to commit irreparable mistakes. Some of the most common, and often fatal (for example, in terms of getting funding), are:

- **Lack of clear justification**: What will be the contribution of the research project? Structure the proposal in a way that conveys and justifies the purpose and importance of the proposed research. This includes succinctly outlining: (a) the problem, (b) to whom it is a problem, and (c) what consequences of filling the knowledge gap can be foreseen. This can be done by stating the problem and the general objective at the very beginning of the proposal and providing justification for the existence and importance of the problem in the background section.

- **Lack of in-depth critical literature review**: A poor literature review is characterized by (a) focus on spatially limited references, such as only those relevant to the country where empirical work is planned to take place, (b) lack of consideration of non-sectoral knowledge, for example, a study on common forest resource management could benefit from studies on common pasture or water management, (c) failure to locate key studies and thus the research frontier, (d) emphasis on determining answers rather than identifying questions. A good literature review should result in identification of research gaps and the formulation of a relevant general objective, specific objectives and associated research questions.

- **Too broad/vague objectives, research questions and hypotheses**: Specific objectives should be operational. Research questions and hypotheses need to specify the variables for observation/measurement/analysis and nature of relations/influences. It is advisable to always discuss specific objectives first with peers and supervisors, followed by research questions and hypotheses, before proceeding to specify data needs and choosing methods. This can save a lot of iteration and time.
• **Lack of coherence**: Many proposals do not maintain a chain of logic from the identified research problem through formulation of objectives and research questions to choice of data analysis methods. Potential pitfalls are manifold, for instance, (a) during proposal development the focus is gradually moved from the research questions to other issues, or (b) the proposed data collection does not suffice for testing of the proposed hypotheses due to too few observations or lack of variation in the data.

• **Weak method description**: The reader should get a clear idea of how data will be generated (the surveys, selection criteria for study sites, villages and households, sampling strategy, number of households to be interviewed, questionnaire components) and the methods for analysing the data. Try to become sufficiently familiar with methods to enable their operational integration into proposals and get peer and supervisor comments before finalizing the proposal. Also take the acid test of clarity using your inner eye: when reading your method section can you see clearly, step by step, how required data is generated? If something is missing or unclear, revise the text.

• **Poor quality of writing**: Poor language indicates poor thinking (and ability to implement the research project) and it is not accepted as an excuse that many of us are writing in our second or third language. This can be addressed through courses in academic writing and, best of all, practice. Share draft proposals with peers and supervisors and make sure you respond to critical comments. If necessary, pay a professional copy editor to go through the proposal.

### Key messages

Application of an iterative research design process (Figure 3.1), using the research matrix (Table 3.1) and considering the four indicators of the quality of a research proposal (Box 3.2) will minimize incoherence between objectives, research questions, data variables and analyses. A good research proposal is characterized by:

• Addressing an important issue in a novel way.
• Containing information about all the eight steps outlined in Figure 3.1 to answer the ‘what’ and ‘how’ questions.
• Having consistency and coherence between the eight steps in the research proposal.
• Being realistic to implement within the time and budget available.
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Chapter 4

Sampling: Who, How and How Many?

Gerald Shively

The universe extends beyond the mind of man, and is more complex than the small sample one can study.
Kenneth Lee Pike (1962, With Heart and Mind, Eerdmans, Grand Rapids, Michigan)

Introduction

Research questions and hypotheses inherently provide information on data needs, in terms of what variables should be measured and with what variation (see Chapter 3). Collecting data with the desired properties requires one to:

• define a target population and sample;
• decide how to draw the sample; and
• identify a sample size.

As with most aspects of empirical research, data collection requires that theoretical concerns (of which there are many) are weighed against practical considerations. Statisticians have developed elaborate rules, guidelines and formulae for developing sampling strategies. This formal approach to sampling is important, but in many cases individual researchers working with small budgets and narrowly defined goals will find that practical concerns carry the day. In most cases small samples – say those of 1000 respondents or fewer – are unlikely to meet many of the objective criteria for sampling laid down by statisticians. Nevertheless, many important research questions can be investigated with small samples provided the samples are drawn with care and their strengths and weaknesses are well understood.

This chapter aims to assist in thinking through a range of issues associated with sampling by providing a brief overview of the common challenges and
decisions regarding sampling (see Box 4.1 for an overview of sampling terminology). The focus will be on the issue of sampling in the context of quantitative research involving the systematic collection and analysis of standardized numerical data regarding individuals, households and their activities. It is important to point out, however, that sampling is an equally important issue in the context of qualitative research, especially in the selection and construction of case studies that provide detailed narratives that describe and explain observed patterns.

**Figure 4.1** Balancing theoretical concerns and practical considerations

A **sampling strategy** combines a set of procedures to select a sub-group of observations from the target population with a set of procedures to subsequently estimate some feature of that larger target population based on knowledge gained about the sub-group.

The **target population** is the group being studied, in other words, the group about which one wishes to draw conclusions.

The **sample frame** is the list of those elements or individual observations in the target population from which the sample will be drawn.

The **sample** is the sub-group of the target population actually studied, in other words, the group from which data are collected.

The **individual observations** within the sample (which could be households or individuals) are called sample elements or simply sampling units.
Who: Defining the target population and sample

Defining research questions and hypotheses (Chapter 3) as well as the target population are the necessary first steps in developing a sampling strategy. When defining the target population, care is required. On the one hand, if the target population is defined too broadly (for example, all rural households), resource constraints may not permit one to draw a sample that fully represents the target population. On the other hand, if the target population is defined too narrowly (for example, teenage boys who fish on Saturdays in the village of Easterling), the results may not yield answers that are broadly applicable, generalizable or interesting to others. However, even in the case of a meaningful but narrowly defined target population, the individual researcher is unlikely to have either the time or the resources to collect data from everyone in the target population. In this case, a procedure must be followed for choosing survey respondents. A sampling strategy combines a set of procedures to select a sub-group of observations from the target population with a set of procedures to subsequently estimate some feature of that larger target population based on knowledge gained about the sub-group. The sub-group is called the sample and individual sample observations are called elements, for example, villages, households or individuals. Provided one can identify and collect a sample that is fully representative of the target population, one can generalize about that target population based on findings from the sample. In this sense, sampling is an efficient alternative to undertaking a full census of a target population. At the outset of drawing a sample, therefore, one should think carefully about the target population of interest and the sampling strategy that is likely to be the most useful for drawing conclusions or inferences about that population.

As indicated above, the first step to be taken when starting any survey is to define the relevant research questions and hypotheses as well as a target population of interest. Note, however, that defining a target population in terms of activities may be problematic depending on the objective of the research. For example, for a study that aims to explain patterns of environmental dependence, the relevant population of interest (all who depend on the environment) cannot be known ex ante, that is before patterns of dependence have been empirically explored. More importantly, if the research aims to explain why some individuals participate in certain activities, the sample must include not only those individuals who actually engage in the activity of interest, but also a comparison group of non-participants. In such a case, a useful target population would be those individuals who live in an area with access to forests. The practical implications of this can be illustrated with a simple example. Consider embarking on research in a village of 300 households, with the goal of learning who in the village collects forest products and what factors are associated with...
this livelihood strategy. It would be difficult to understand why some individuals collect forest products unless the sample includes individuals with similar forest access opportunities who differ in terms of collection activity. In the case of our hypothetical village, if it is the case that most people in the village do not collect forest products, then one must be sure to collect information from enough residents to generate a meaningful sample of those who do. If only one in ten residents collects forest products, and a random sample of 30 households is drawn from the village, then one might reasonably expect a sample containing three forest users and 27 non-users. In this case, 27 observations may be enough to learn something about non-users, but three observations may be insufficient to feel confident about one’s knowledge of forest users. The obvious solution to this dilemma is to draw a larger sample (so as to get a larger number of forest users). On the other hand, if everyone in the village collects forest products, no village sample (including complete enumeration) will tell us anything about non-users. In that case, the sample must be expanded to include other villages.

In some cases, conclusions based on a sample may not provide accurate information about the target population of interest. In other words, the sample estimate of a variable may be an inaccurate estimate of the true value of that variable for the population of interest. This situation is more generally referred to as systematic or non-sampling error. In such cases, conclusions can be drawn about the sample, but not the target population. Understandably, non-sampling error may be very hard to detect and can only be prevented by ensuring that the sample is drawn in such a way that it captures all the important characteristics of the target population.

Even a perfectly randomly selected sample does, however, not by itself guarantee that the sample captures all important characteristics of the target population from which it is drawn. Samples are draws from a population, just as a hand of five cards is a draw from a deck of 52. Some draws are ‘luckier’ than others. Unlucky draws are those that miss some types of individuals or households. Statisticians call this sampling error: the sample provides too many observations of some kinds and not enough observations of others. Sampling error is more likely to be a problem in small samples drawn from heterogeneous populations (as in the case of the three forest users in the example above) and less likely to be a problem in large samples drawn from homogeneous populations. It may be the case that a sampling approach that lends itself to provision of an unbiased estimate of a population parameter nevertheless results in a sample that is too small to provide a precise measure of that variable’s true value in the population (Byrne, 2002). Sampling error can usually be avoided ex ante by increasing the size of the sample. What if you are stuck with a sample in which sampling error may be a problem? There are several econometric strategies to deal with sampling error, including bootstrapping, an approach in which one
draws multiple random samples from a data set, so as to construct a new data set that is believed to closely approximate the actual distribution from which the sample was drawn (Hoyle, 1999). This is not a sure-fire fix, however. Moreover, non-sampling error can only be eliminated by improving the design of the survey, to increase the likelihood that one captures all aspects of the target population.

The necessary stages in sampling design

A sampling strategy should ensure that appropriate data are collected at each level relevant to one’s analysis. If done properly, this means that data from different levels can be brought to bear in understanding the social, political and physical environments in which households operate. Too often, at the analysis stage of a study, a researcher must use a single binary indicator, for example a village dummy variable, to account for important differences among groups of households in the sample, such as the degree of market access, the strength of village leadership and the local burden of communicable disease. Proper collection of relevant data at the village level, therefore, may be just as important as the collection of individual household data (see Chapter 6). In general, sampling is pursued in several stages (Byrne, 2002):

Stage 1: Selection of the study area (district or region)
Most studies will be restricted to one or two region(s) for practical and cost reasons, but including households from a larger area (several regions) may be needed in some cases to obtain sufficient variation in the data or for doing comparative analysis and impact assessments.

Step 2: Selection of the geographical sub-units (villages)
Normally one cannot include all villages from a district or region in the study area, and therefore some degree of village selection is necessary. Selection should be undertaken with two considerations in mind: (a) including villages that are representative for the study area, and (b) providing variation across the villages in key variables to be studied. In some cases, one must decide whether to pursue relatively few households per village and a large number of villages, or instead concentrate on a large number of households in a few villages. The former option is likely to capture more variation in the data, and that is often a desirable feature because without meaningful variation in the data, there is nothing to study! If it is important to be able to compare villages, a rule of thumb is that a minimum sample size of 25–30 households from each village is appropriate for a village that ranges in size from 100 to 500 families (see more on sample size below).
Step 3: Selection of households within chosen geographical sub-units

Approaches and practical procedures for selecting households are highlighted further below. From a purely statistical point of view, random selection of households will be necessary to obtain a representative sample and thereby permit one to draw conclusions regarding the full target population from the sample statistics. However, randomness alone is not sufficient, especially in small samples, for the reasons highlighted previously.

The steps outlined above are operationalized through the use of a sample frame. A sample frame is a list of those in the population from which the sample will be drawn. The sample frame may be developed by conducting a complete enumeration of a survey area prior to conducting the survey, or it may be based on some other comprehensive list provided by authorities (such as voter rolls) or by others. If old lists are being used, it is essential that efforts are undertaken to update them before drawing a sample.

Where lists of names are not available, it is sometimes possible to develop a sample frame on the basis of a detailed map of a geographic area. Ideally the sample frame should accurately represent the population of interest. For this reason, a researcher must be very attentive to the problems of overcoverage and undercoverage. Overcoverage occurs when the sampling frame includes elements that are not part of the target population. For example, if a survey is intended to cover the population of working-age men and women, but the sample is drawn from all adult members of a community, some data may correspond to elderly individuals who no longer work. Including those data points in the analysis could generate biased estimates of parameters for the population of interest. A similar set of problems could arise if the most complete list of village members comes from a list of eligible voters during the last election: if the list is based on individuals, large households with many adult members may have a disproportionately high probability of being included. Fortunately, overcoverage is usually easy to detect and correct in the field.

Undercoverage is a more pernicious and difficult problem to detect. It arises when the sampling frame excludes elements that actually occur in the population. In this case, if observations are drawn from the sample frame, it will never be possible to collect information from the excluded elements. In the example of the list of eligible voters mentioned above, undercoverage may arise if the list excludes recent migrants or newly established households. Another example would be constructing the sample frame from a list of attendees at an extension training seminar. If many households did not participate in the training, and the reasons for non-participation are systematic within the sample, then undercoverage can lead to severe bias, typically of an unknown and hidden nature.
How: The mechanics of sampling

The multiple methods of drawing a sample from a population can be grouped into probability and non-probability methods. Probability sampling refers to a method of sampling in which the researcher can determine the statistical likelihood of selecting a unit of the target population into the sample. The researcher chooses to study individual units from the population. These sampled units are used to accurately represent the target population as a whole. The most common way these sample units are selected is by randomization. Random selection ensures that each unit in the population has a non-zero (and measurable) chance of appearing in the sample. The driving logic behind random selection is that the features of a random sample should match those of the population, and that a large series of random draws from the population is most likely to result in a data set that resembles the underlying population in important respects. A number of approaches fall under the heading of randomization, among them simple random sampling, systematic random sampling, stratified random sampling and clustered sampling. These techniques are outlined in detail below. All rely on the proposition that probabilities of selection into the sample can be used to recover accurate estimates of the true population parameters. This accuracy can only be assured if probability sampling is used at each and every stage of the sample selection process.

Non-probability sampling, on the other hand, refers to a method of data collection that does not rely on randomization and does not purport to deliver statistically accurate estimates of population parameters. No statistical theory can be invoked to guide the use of this method. In non-probability sampling, the odds that specific units of the population will be selected as part of the sample are generally not known and are not measurable across the underlying population. Non-probability sampling may be used when probability sampling is unnecessary, infeasible or too burdensome to carry out. In some instances, the researcher may not be interested in generalizing findings to a larger population or may not have the financial resources to facilitate probability sampling. In still other cases, probability sampling may be ruled out because of the specific nature of the sample or because the researcher has heuristic objectives (Tuli and Chaudhary, 2008). For example, in some cases, a researcher may be simultaneously developing a line of inquiry and a sample. In this situation, additional categories for sampling may only become apparent, and added, during the course of investigation (Sen and Sharma, 2008). Among the techniques available for non-probability sampling are convenience sampling, purposive sampling, contact or snowball sampling, and quota sampling.

In some instances, probability and non-probability methods may be combined, such as when a specific type of individual or group is purposively
identified and then sampling units are chosen randomly from within that
group. So, for example, if one wants to learn whether migrants differ from non-
migrants in their use of forest resources, one might purposively select two
specific locations for study with the knowledge that one site has been settled by
migrants and one has not. Then, within each location, samples might be drawn
at random. In most cases, non-probability sampling results from situations in
which the researcher intends to study a population that is small, unique or
difficult to find. An important issue to keep in mind, however, is that non-
probability sampling can lead to bias vis-à-vis estimates for the underlying
population, and this bias is typically of an unknown direction and magnitude.
In the next section, the most common probability and non-probability sampling
methods are briefly outlined.

**Probability sampling methods**

*Simple random sampling*

A simple random sample is just that: a group of respondents chosen simply at
random. In a village of 400 households, for example, one might draw a 25 per
cent sample by selecting 100 households for interviews. The process sounds
straightforward, but behind this simplicity lies a requirement that one be
thorough and not cut corners. There are two obvious ways to generate a proper
equal-probability random sample of elements.

One option is to start with a reliable list of households in the village (for
example, from a census or election). The next step would then be to make
certain that the list is complete, fully inclusive and up to date. This could be
accomplished, for example, by presenting the list to some key informants (such
as village elders, local extension personnel, a religious leader) and adding or
deleting households from the list as appropriate. With a comprehensive and
accurate list in hand, one then numbers the households and chooses among
them randomly, perhaps using a random number generator to select households
for inclusion. Most statistical software packages and even some calculators can
be used to generate random numbers. Alternatively, one can write names or
numbers of all elements of the sample frame on strips of paper or cards and draw
these at random from a box, without replacement, somewhat like a lottery. A
more sophisticated approach is to use a 20-sided die for the task. Bethlehem
(2009) describes some clever tricks for working with a die or other randomizers.

A second approach is to use aerial photos and number all the houses in the
village. One then draws random numbers and selects the sample on this basis.
This, of course, requires that high quality aerial photos are readily available for
the task. Whatever method of random sampling is chosen, keep in mind the
definition of simple random sampling: each unit should have the same
probability of being selected. Note, however, that while equal-probability sampling is conceptually straightforward and the easiest probability-based method to implement, other sampling designs can result in equally precise, or even more precise statistical estimators (Bethlehem, 2009).

**Systematic sampling**

Systematic sampling shares features with random sampling, but selection at random is replaced by selection following a systematic rule that produces the same effect. So, for example, if one is aiming to achieve a sample of size $s$ from a sample frame of size $n$, one begins by choosing a step length $a = n/s$, where $a$ is understood to be the smallest integer next to $n/s$. A starting point between zero and $a$ is picked at random and then every $a$th household is selected from a randomly prepared list of the sample frame. As an example, to pick 30 households from a village roster of 280, $s = 30$, $n = 280$ and $a = 9$.

Starting randomly with the third household on the roster, one would pick households 3, 12, 21, 30, 39, and so on. It must be emphasized that the $a = n/s$ approach must be applied to a randomly prepared list of the sample frame. If one applies the method to, say, an alphabetically sorted village register, the rule will not produce the desired effect and the sample will not be randomly drawn.

**Stratified and clustered sampling**

Stratified sampling is a method used when the researcher has some a priori understanding of particular characteristics of the group of interest and posits a relationship between these characteristics and one or more dependent variables. In such a setting, a sample can be selected that is statistically representative of the known characteristic, in other words, stratified along this dimension. For example, a researcher may posit a relationship between distance to market and degree of market participation. The sampling strategy would then stratify the sample along some measure of distance to market. Stratification comes in several forms and can be made proportionate to the size of the sampling unit or proportionate to variability within strata, as well as size (Miller and Salkind, 2002).

Clustered sampling typically relies upon geographically defined units from which households are selected, although clustering need not be undertaken along geographic lines. Clustering is often justified in order to keep costs at manageable levels. Nevertheless, it is important to keep the sample from becoming overly clustered, since an overly clustered sampling plan reduces the external validity or representativeness of the sample. See also Box 4.2, which presents the concept of two-dimensional sampling as a special case of stratified sampling.
Staged sampling

Staged sampling corresponds to a procedure in which sampling occurs on different levels or in different waves, referred to as stages. For example, in a two-stage sample, the first stage requires that one selects a sample of clusters. These clusters are referred to as primary units and must be selected following some kind of formal sampling rule. Then, from each primary unit, the researcher selects a series of secondary units. These are the sample elements or observations. Again, a formal sampling rule is required for the second stage. Although multi-stage samples are possible, two-stage samples are most common. The most common implementation is when the primary unit consists of villages, and one randomly draws a small number of villages from the larger population of villages of interest. A small number of elements – for example, households – are then selected from within each primary unit. Alternatively, a small number of primary units can be combined with a large sample within each unit. The former approach typically provides for more precise estimators, since variance tends to be higher between villages than within villages, and is a common approach in social science fieldwork. One drawback of clustering is that the variance of estimators tends to be larger than in similarly sized random samples (Bethlehem, 2009). At the analysis stage, it may be necessary to account for this variance inflation by computing clustered standard errors, a relatively straightforward task in many statistical software packages.

Box 4.2 Two-dimensional sampling

Elements are typically identified by a number that represents a single position in a logical ordered sequence (for example, a household number). In some cases, however, the researcher may want to consider ‘two-dimensional’ populations. Such populations frequently arise naturally when the researcher has geographical or spatial concerns. For example, sample locations could be drawn from combinations of longitude and latitude.

Time may also be a key identifying mark for the analyst, with each element in the population characterized by a time index in addition to a household identifier. In some cases, careful construction of a sampling procedure may allow the investigator to create an efficient survey design by drawing sub-samples of households at staggered intervals, thereby constructing a complete picture of activity across the year without burdening all respondents at each time step. Bethlehem (2009) outlines several methods for selecting a sample from a two-dimensional sample frame.
Non-probability sampling methods

Convenience sampling
Convenience sampling is what Neuman (1991) refers to as ‘haphazard’ sampling. An example would be conducting interviews at a health clinic or church, or with individuals who volunteer to be interviewed. Samples selected in this way are inherently biased and for this reason are to be avoided wherever possible. However, cost considerations may lead a researcher to use a procedure that looks similar to convenience sampling, but is not. For example, in a location where households live in remote locations, local ‘market days’ may provide opportunities to interview in a short period of time a large number of respondents previously identified through some random selection process. Scarce enumerator resources can then be allocated to making household visits to those not interviewed at the market.

Snowball sampling
Snowball sampling is frequently employed when the target subjects for research are difficult to find, either because they represent a very small fraction of the underlying population or because they are largely hidden from view. The premise is to begin with an initial contact, either someone who matches the selection criterion or an individual who can serve as a ‘key informant’ to develop a list of potential respondents. Each individual who is interviewed is asked to provide the names of others who might serve as respondents. In this way, the sample grows like a rolling snowball, accumulating additional observations at each turn. The researcher terminates the process when a target sample size has been reached. Obviously, such sample designs are problematic because it is difficult to judge whether the sample is representative of the target population. Nevertheless, such an approach might be the only one available for sampling from some populations. For example, Shively et al (2010) used a snowball sampling approach to interview charcoal traders in Uganda, many of whom operate in a clandestine manner. Along similar lines, Boberg (2000) used a form of snowball sampling to study a wood fuel marketing chain in Tanzania. The survey started with producers, who identified the traders who had purchased their produce, who in turn identified the retailers to whom they sold the items. Despite the non-random nature of such samples, in some cases they may be the only way to collect relevant and useful information at reasonable cost.

Judgemental or quota sampling
Judgemental sampling relies on the judgement of experts in deciding who to interview. In most respects, such an approach is the polar opposite of probability-based sampling, since it relies completely on subjective opinion for
choosing the sample. Proponents suggest that this approach reduces the likelihood of drawing a bad sample, but the pitfalls associated with this approach should be obvious, since it runs the risk of contaminating the sample with the bias of the experts. In some cases, however, it may be useful to use the judgement of experts when aiming to purposively include some particular aspect of the population. Quota sampling similarly follows as somewhat ad hoc approach, but is often guided by the goal of collecting information from a minimum number of respondents of a certain type or in a particular category.

**Purposive sampling**

Like judgemental sampling, purposive sampling is undertaken when probability sampling is either not available for some reason or is deemed unimportant for the research outcome. In some instances, researchers may actively look for a sub-group that appears to be somewhat typical of the population, or may purposively seek out a sub-group of the population for research focus, subsequently drawing a random sample from the purposively selected group.

**How many: Sample size determination**

In the case of non-probability sampling, especially when the goal of the research is qualitative rather than quantitative, a researcher may decide not to pre-specify a target sample size, but to instead continue collecting data, stopping only once

---

**Box 4.3 How many observations?**

If you plan to run regressions at the analysis stage, keep in mind that one’s ability to generate point estimates of regression coefficients with statistical confidence is directly related to sample size. Larger samples produce larger t-statistics, by construction.

An informal rule of thumb used by many researchers is to ensure that \( n/k > 15 \), where \( n \) is the number of observations in a regression and \( k \) is the number of variables in the regression. In other words, each variable in a regression requires approximately 15 observations. With fewer observations than this, standard errors will be large and multicollinearity – the flip side of micronumerosity – will be a problem (see Goldberger, 1991). The upshot is that, to estimate a regression with 20 explanatory variables (not uncommon), you will probably need at least 300 observations. If your data set contains only 100 observations, do not plan on running regressions with more than six or seven explanatory variables.
his time or budget is exhausted or he feels confident that the data necessary to conduct the research investigation have been collected in sufficient quantity. More generally, however, determining the necessary and proper sample size will be an important research consideration in its own right, and sample size considerations will be based on concerns regarding the eventual statistical precision of parameter estimates derived from the sample (see also Box 4.3).

A number of methods have been developed for determining the proper size for a sample and, as a corollary, the statistical power of a sample for a given procedure. In some instances, simulation methods may be used *ex post* to build up a pseudo-population based on the sample, thereby providing one path by which to assess the power of one’s sample. Power analyses, which are typically conducted prior to collecting data, seek to estimate the proper sample size based on acceptable probabilities of detecting effects or differences across groups. Statistical power is simply the probability of rejecting a null hypothesis when an alternative hypothesis is true. As Dattalo (2008, p16) argues, power analysis is compelling, since ‘a study should only be conducted if it relies on a sample size that is large enough to provide an adequate and pre-specified probability of finding an effect if an effect exists’. Unfortunately, many individual researchers will be working with budgets that result in samples with relatively low power.

In general, the issue of sample size can be confronted either in a rigorous way, starting with assumptions about the population and using statistical methods to derive recommendations on sample size or, in a less formal way, using rules of thumb. One basic rule is that smaller target populations require larger sampling ratios than larger target populations. This is because there are rapidly diminishing returns to sample size with respect to accuracy. However, as Huck (2009) points out, the idea that larger populations always call for larger samples is a popular misconception. Neuman (1991) suggests a ratio of 30 per cent for small populations (those under 1000); 10 per cent for moderately large populations (those of, say, 10,000) and 1 per cent for large populations (those over 150,000). Collecting samples of 1000 or more observations, however, is likely to be beyond the budgets of most beginning researchers. Nevertheless, it is important to keep in mind that, for small samples, large gains in efficiency result from relatively small increases in sample size. Smaller samples can be justified when the underlying population is homogeneous. Conversely, when the population is quite diverse and/or when the researcher intends to study several variables simultaneously, as in regression models, relatively more observations will be required.

Approaching the issue formally, the United Nations (2008) presents a series of formulae that can be used to estimate a target sample size for purposes of collecting data on a population proportion. These formulae are based on
collecting a sample that reaches a desired level of statistical precision. Unfortunately, what becomes immediately apparent when using such formulae is that the size of the target population relative to the total survey population plays a crucial role in the choice of a sample size. In general, if the target population of interest is a relatively small proportion of the total survey population, then the required sample will be relatively large. Conversely, if the target population of interest is a relatively large proportion of the total survey population, then the required sample will be comparatively smaller. As an example, standard calculations suggest that if the target population of agricultural households were believed to be 90 per cent of rural households (the survey population), then the appropriate sample size to reach a 95% confidence level for sample statistics would be approximately 300. On the other hand, if the sample were being drawn from rural households, but agricultural household made up just 10 per cent of the rural population, the appropriate sample size would expand to more than 2000! The general principle illustrated, therefore, is that much larger samples are required when the population of interest constitutes a small proportion of the sample population. This is one reason why it is often difficult to generalize from small samples to large populations. Another factor that influences the choice of sample size is the anticipated rate of non-response, since one must plan for some losses in observations during the survey.

### Some practical concerns

**Village norms and random sampling**

When working in rural villages, the concept of random sampling may not be easily understood by participants, including village leaders. Notables in the village may feel offended at not being included. Others may suspect that households have been selected based on favouritism (or for other more mysterious reasons). Thus it may prove useful to make selection transparent by inviting villagers to be present when samples are drawn. Those selected via lottery may feel lucky and participate with enthusiasm.

In some cases, it may be important to include the local leaders, such as the headman or village chief to ensure his cooperation and also to facilitate cooperation from those selected. For this reason, even if the household of the village chief is not among the households selected at random for the sample, one may still want to include that household in the interviews and state in public that his household is included. However, if included in this way for purposes of facilitating work in the village, that household should be dropped from the analysis.
Refusal, non-response and attrition

In most surveys, some of the selected households may refuse to participate for various reasons. Thus when doing the random selection, one should always have a few extra households (perhaps 5–10 per cent) available (and on reserve) who have been selected using the same procedures as those in the sample. These can be used to replace any households that refuse to participate. However, one should always attempt to minimize refusals and drop-outs by approaching households in an appropriate manner, carefully explaining the purpose of the survey and encouraging participation. If a large proportion of selected households refuse to participate and must then be replaced by those willing to participate, this can cause serious problems related to selection bias, even if replacements are chosen at random (see Huck, 2009, for an extended discussion of this point). The extent of such bias will depend on the factors that distinguish participants from non-participants, for example, people involved in illegal forest extraction may be more inclined to refuse to participate. Since no information is usually collected from those who refuse to participate, the sources, direction and magnitude of biases cannot be determined.

A related problem is those who drop out of a multi-round survey after the survey has started. This is called attrition. Some safeguards to attrition problems are to begin with an overall sample that is larger than the target sample. However, as with those who initially refuse to participate, high drop-out rates have the potential to generate selection bias. The general suggestion is, of course, to try to minimize attrition (the number of drop-outs). Nevertheless, most researchers implementing multi-round surveys must accept some degree of attrition: respondents lose interest, individuals die and people move. Methods for testing for and adjusting for attrition are available, but they are somewhat complex and beyond the scope of this chapter. Some guidance and empirical evidence is provided by Alderman et al (2000). Fortunately, evidence suggests that in many contexts, attrition may not present as many difficulties for statistical inference as is sometimes feared.

Measuring impacts

One important issue to keep in mind when developing a sampling strategy is that the extent to which a researcher can answer specific causal questions about the impacts of external forces on a population will be sharply delimited by her ability to formulate alternative hypotheses regarding cause and effect, and to isolate specific explanatory factors for investigation. Questions regarding impact may centre on policies. For example, one might be interested in the impact of forest policy reforms on forest use, or may want to study the impact
of agricultural innovations on forest clearing by farmers. In the world of programme evaluation, one conducts an impact evaluation study to assess the degree to which changes in observed outcomes can be attributed to changes linked to the programme, rather than to other factors that might affect outcomes. Impact evaluations seek to answer the question, ‘does a project, programme or intervention work better than nothing at all?’ As Ferraro (2009) suggests, an answer to such a question requires that the researcher know

**Box 4.4 Experimental treatments and natural experiments**

Increasingly, researchers are attempting to measure the impacts of projects by randomizing project participation (in advance) and then observing changes in outcomes (afterwards). The attraction of this approach, called a randomized controlled trial (RCT) stems from the fact that, if a researcher can carefully control how an experiment is designed and how data are collected, then variation can be introduced through random assignment of individuals to treatment and control groups (and through that channel alone). However, experiments can be costly to administer, are only practical when a small number of treatment variations are being considered and raise a number of important ethical issues.

External events that are truly exogenous in their origin can be likened to experimental treatments. In rare instances researchers may encounter a natural experiment, in which some force is encountered that originates outside the control of the research subjects or the researcher, but nevertheless separates otherwise similar populations into treatment and control categories. These outside forces may result from natural occurrences, economic or political events, or accident. For example, a bridge may wash out during a storm, leaving one community unaffected but an adjacent community temporarily isolated, or a new law may be enacted in one jurisdiction and not in an otherwise similar area. In most natural experiment cases, a researcher must have specific knowledge about the groups under investigation before and after the event. As an example, Shively (2001) studied the introduction of irrigation in the Philippines as a natural experiment to measure the impact of irrigation on labour market participation and forest clearing. Despite the potential usefulness of controlled and uncontrolled (or natural) quasi-experiments, however, caution must be exercised since, as with all similar types of ‘before versus after’ or ‘with versus without’ investigations, the validity of one’s statistical inferences rests on the specific assumption that the assignment of households or individuals to treatment and control groups is not related to other factors that may have determined outcomes (Ferraro, 2009).
something about what outcomes would have looked like in the absence of the intervention. If the research goal is to study the impact of programme participation or a policy change, it is extremely important when designing the sampling strategy that the survey seeks to isolate external effects by collecting data on cotemporaneous factors that are believed to be correlated with external interventions and observed outcomes. It is also essential to know what features of the population may have led to selection bias. Selection bias can occur when individuals voluntarily choose (in other words, self-select) whether to participate in a programme, and the characteristics of those who choose to participate differ systematically from those who choose not to (for some approaches to measuring impacts, see Box 4.4).

**Documentation**

As research proceeds, and upon completion, it is important to clearly document the sampling methods used at the data collection stage. Among the questions the sampling documentation should seek to answer are the following:

- What was the target population for the survey?
- How was the sample frame chosen?
- Was there overcoverage or undercoverage of the population?
- When and where were the data collected?
- If stages were used, how was selection done at each stage?
- What were initial and final sample sizes? What explains any discrepancy?
- What are the known biases in the data?
- What problems, if any, were there with attrition or non-response?
- Of what population, time and place are the data likely representative?

Providing answers to these questions communicates clearly to colleagues, potential reviewers and those who might later use the data the exact strengths and weaknesses of your data.

**Conclusions**

This chapter has tried to provide some formal guidance on the issue of sampling. Any sampling strategy should be aligned to the type of research question (or questions) and hypotheses to be investigated and the kinds of analyses foreseen. While it is generally true that larger samples provide greater opportunities to engage in more rigorous numerical analysis, statistical sophistication alone is not sufficient justification for collecting more data. Many useful and important
studies have been undertaken with surveys that were relatively modest in size, but carefully conducted. An important issue in deciding on a sampling strategy is variation. Research often focuses on explaining differences in behaviour and outcomes by way of differences in material conditions and other framing characteristics. If the dependent variable has no variation, there will be no variation to explain. Similarly, explanatory variables that do not vary across the sample cannot be expected to provide much explanatory power. Finally, this chapter has argued that, while non-probability sampling methods may be useful in specific settings, they should be approached with caution and employed only when random sampling within sub-samples cannot be used or justified. Probability sampling is the default option, unless there are strong reasons to proceed otherwise.

**Key messages**

- Be careful to consider the research questions and hypotheses and target population when deciding on the sampling strategy.
- Make sure that the sampling strategy facilitates the needed variation in data.
- Choose probability sampling unless there are compelling reasons to do otherwise.
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Chapter 5

Collecting Contextual Information

Georgina Cundill, Sheona Shackleton and Helle Overgaard Larsen

*A good decision is based on knowledge and not on numbers.*
Plato (428–348 BC)

**Introduction: The importance of understanding context**

Quantitative measurements of livelihoods and environmental dependence among rural households only really gain full meaning when interpreted within the broad situational context from which they emerged and of which they are a part. Livelihoods are shaped by a multitude of forces and factors that are themselves constantly changing (DFID, 2000). Communities and user groups dependent on rural natural resources operate within a context that is broadly defined by biophysical, demographic, cultural, technological, political and market-related factors; by the nature of state agencies, policies and strategies; by the legal and institutional setting; by historical processes; and by the involvement of various external actors and groups (non-governmental organizations (NGOs) and governments) in the development landscape (Agrawal and Angelsen, 2009). Contextual factors, as well as internal household dynamics, shape how different households construct their livelihoods and utilize environmental resources. Resource endowment and market factors, for example, can play a major role in determining the importance of natural resources to households and the levels of exploitation and management of the resource base. This is illustrated in the following example.

Mbuti Pygmies living in the Central African Ituri forest follow two different hunting strategies. Bands in the north-eastern part of the forest hunt with bows and arrows, while bands in the south-western part have adopted the technology of net hunting. Both types of bands acquire crop foods through trade with neighbouring agriculturalists, but the bands in the south-western part do so for a
longer period of the year. What may be the reasons that some Pygmy bands retain their traditional hunting practice while others abandon it? Milton (1985) argues that lower availability of wild food and wildlife in the south-western part of the forest have made the Pygmy bands living there more motivated to secure a stable high-quality food source through trade of surplus meat for agricultural products. This explanation is supported by evidence regarding the quality of soils, the number of associated tree species and the level of secondary compounds such as tannins in the foliage of trees and other plants.

A survey of the livelihood activities of the Mbuti Pygmies would yield information on the number of days spent hunting, numbers and types of animals caught and the amount of meat traded for agricultural products. One of the strengths of the survey approach is arguably that a large sample of people’s reported behaviour is recorded and real-life potentials and challenges to livelihoods can therefore be identified at relatively low costs as compared to using, for example, participant observation. A potential limitation of quantitative livelihood surveys is, however, that without an understanding of the context in which livelihoods are situated, data interpretation is speculative. If one seeks to understand the options available to the Mbuti Pygmy hunters, numbers on hunting days and catches are not enough – they simply establish the fact that one group hunts more than the other with no hints as to the reason for this.

A second limitation to quantitative approaches is that they will not show, with any great detail, how people’s choices are embedded in culture and history, as well as within institutional, economic and political settings at multiple scales (Ellis, 2000; Murray, 2001). Thus, these approaches have been criticized for failing to consider issues of power and broader social relationships (Moser et al, 2001; Conway et al, 2002). A third potential limitation of the quantitative household survey is one already alluded to above: the static nature of the data, as most surveys are conducted only once. A common use of survey data is to make evidence-based forecasts. Such predictions are critical parts of informing policy and they require a good understanding of trends over time – and particularly how important drivers of change – for example, policies – affect livelihoods. As this is rarely captured by one-off quantitative surveys, it is critical to incorporate information at coarser temporal and spatial scales when interpreting local data sets and to gather data on the nature of drivers of change.

Contextual information is important at several stages of the research process. At the outset, contextual information is key to developing quantitative research instruments that are able to collect relevant information. For example, contextual information may serve to improve the quality of survey data when knowledge on typical livelihood activities is used in questionnaire design (see Chapter 7). Furthermore, contextual information can be highly important to the actual implementation of the questionnaire survey through sensitizing the research team...
to local cultural and political issues that may affect the research (see Chapters 10 and 11). Finally, once data has been collected, contextual data is important for interpreting findings and placing these into perspective. While regression analyses establish correlations, contextual information often proves useful when trying to establish causal relations behind the observed correlations. Furthermore, contextual information may complement the survey data in the following ways: by filling gaps in the information based on the survey; for comparing findings across sites; for generalizing and scaling-up findings; and for making future predictions. Examples of contextual information that is usually not covered by a household survey include: local notions of wealth; wealth dynamics; and in-depth understanding of strategies for coping with risks and shocks.

Researchers are often intimidated by the huge variety of contextual variables that are relevant to a given study and by the task of selecting the correct scale at which to start. For example, if a community reports declining prices for agricultural produce, leading to abandonment of fields and increased migration to cities, would you start by looking at changes in local markets, regional markets, or should you be looking at national agricultural policies? A critical question, then, is what to measure and where to start. The Sustainable Livelihoods Framework (SLF) (DFID, 2000) can provide a useful guide when navigating the often complex interactions that are observed. It is premised on the understanding that rural livelihoods are diverse, complex, dynamic and socially differentiated, and that people’s access to different forms of livelihood capital and, consequently, the types of livelihood strategies and activities they engage in are mediated and influenced by the economic, political, ecological and institutional environment within which they find themselves. In this chapter, we use the SLF to describe contextual data in relation to several aspects of community life that may inform and complement quantitative household surveys. The types of contextual information required, the steps and methods for gathering this and the way in which it can be used to complement and qualify household survey data are discussed. Data collection methods are briefly introduced and references to relevant sources provided.

**A framework for gathering contextual information**

The SLF highlights household productive activities in relation to a vulnerability context, as well as the policies, institutions and processes that mediate access to different sources of livelihood capital (Hulme and Shepard, 2003, Figure 5.1). Five types of capital are identified: natural, human, physical, social and financial (Figure 5.1, definitions in Box 5.1). Gathering such information is key to
understanding differential access to and use of assets, and thus different portfolios of livelihood strategies amongst surveyed households.

**Box 5.1 The five capitals of the Sustainable Livelihoods Framework (SLF)**

**Human capital:** The skills, knowledge, ability to labour and good health that together enable people to pursue different livelihood strategies and achieve their livelihood objectives.

**Social capital:** The social resources upon which people draw in pursuit of their livelihood objectives, including social networks, membership of formalized groups and relationships of trust, reciprocity and kinship.

**Natural capital:** The natural resource stocks from which resource flows and services useful for livelihoods are derived. Examples of resource stocks and the services derived from them include: land, forests, marine/wild resources, water, air quality, erosion protection, storm protection and biodiversity, among others.

**Physical capital:** The basic infrastructure and producer goods (for example, equipment, roads, transport, communications) needed to support livelihoods.

**Financial capital:** The financial resources that people use to achieve their livelihood objectives (for example, savings, credit, cash income).

Source: DFID (2000)
While quantitative household surveys can provide some data on financial, physical and human capital at the household level, it may be desirable to collect in-depth information regarding natural and social capital, or information about the availability of different forms of capital at the scale of community and district. Obtaining information related to, for example, the abundance and state of natural resources, access to infrastructure and services, local organizations, social networks and community cohesion would be critical, but difficult to gather using quantitative surveys. In the next section we shall describe the important contextual information that should ideally be obtained for each of these five forms of capital and the methods for collecting it.

The framework also recognizes the importance of the ‘vulnerability context’ within which households and communities operate, and how this may influence multiple dimensions of people’s livelihoods. The vulnerability context can include intermittent and unpredictable hazards such as droughts and floods, or more long-term stresses and risks such as ongoing health problems (malaria, HIV/AIDS and other tropical diseases), poverty, lack of development, conflict and war, or trends such as climate change, land and resource degradation, population growth and pressure, and so on. Understanding the vulnerability context is key to understanding adaptive capabilities, coping strategies and the role of environmental resources in securing livelihoods and potentially providing a safety net.

The concept of context in the SLF is meant to include many factors not explicitly mentioned and often forgotten (Scoones, 2009). Relevant to our purpose are local knowledge, institutions understood as shared meanings, norms and behaviour, landscape changes, government service delivery and technological innovations that may influence how people use their resources.

In addition to the factors mentioned above, understanding historical trends is fundamental to understanding possible future trajectories and change. Understanding these possible trajectories is, in turn, key to converting research outcomes into tangible recommendations for policy and practice. We have sought to build an understanding of historical processes and change into all the spheres of contextual information discussed below.

### Collecting contextual information

Contextual information can be obtained from many primary and secondary sources, and usually a multi-source approach is required. At a national level, policies, acts and regulations, and government strategies can provide important background information. At a more local level maps, census statistics, previous research reports, NGO reports and other secondary data can be invaluable in
gaining a better understanding of an area and its history. Primary data may also be collected at community level using participatory techniques (Participatory Learning Approaches (PLA), Participatory Rural Appraisal (PRA)), observation, key informant interviews with people within and outside the community (community leaders, extension officers, NGO representatives, middlemen), and focus group discussions with specific groups of interest (women, specific resource users). A key issue when deciding what contextual data collection method to use is at what level variation in the data is needed. For example, when studying household forest incomes it will be relevant to investigate whether access to forest resources differs among ethnic or wealth-based groups. In that case, focus group discussions are more suitable than community level inquiry. In this chapter we focus on the collection of primary local level contextual information, with some reference to secondary sources. We have organized our discussion according to the ‘livelihood assets’, ‘policies, institutions and processes’ and ‘vulnerability contexts’ components of the SLF (Figure 5.1), as it is these that influence livelihood strategies and outcomes. We begin by discussing the ways in which researchers can collect contextual information regarding the various forms of capital.

**Learning about natural capital**

When interpreting household survey data regarding natural resource use and resulting livelihoods outcomes, it is important to consider what natural resources people actually have access to and what influences their decisions regarding what to use. For example, decisions may be based on availability, preferences and/or accessibility, where the latter can differ among individual households due to rules, customs or other factors. Resource endowments refer to the abundance and availability of natural resources in a given locality, and a variety of participatory and non-participatory methods can be used to gather information about these endowments.

**Maps, satellite images and aerial photos:** An initial overview of a community’s biophysical setting and natural resources can be achieved by looking at maps, satellite images and aerial photographs obtainable from various sources such as local libraries and agricultural departments or bought or downloaded for free from the internet. Locally specific information can be gathered using participatory approaches by drawing maps with key informants identifying the location of various features of interest. For example, different types of agricultural fields, different forest types, grazing areas, different ecosystems or different areas from which natural resources are extracted. Basing participatory resource maps on aerial photographs yields geographically precise information and allows for calibrated perceptions of observed features.
such as forest degradation levels. In Nepal, photo interpretation was observed to include rather than exclude people without formal education, including women, when delimiting Nepalese community forest boundaries and discussing the state of the forest resource (Mather, 2000). In addition to the mapping exercises, transect walks and resource inventories can highlight the location of resources, their abundance, their distance from homesteads or settlements and their accessibility, as well as providing a means for checking the accuracy of the maps.

**Ranking exercises:** Understanding local preferences for particular natural resources, for example, particular species of fuel wood, is an important contextual issue that provides insight into the values, often intangible, that influence the use of natural resources observed during household surveys. Ranking exercises are one of the most effective methods of understanding preferences and are generally conducted during participatory workshops or focus group discussions. Ranking involves placing issues or objects in order of significance (Theis and Grady, 1991). Ranking is not only useful for understanding natural resources, it can equally be used to determine the relative importance attached to activities, environmental attributes and stakeholders (see, for example, Richards et al, 1999; DFID, 2000). The actual rank is not as important as the comments and the debates that are generated by the exercise (Sithole, 2002). Matrices can also be used, and provide a useful means of summarizing a great deal of information (Nori et al, 1999). Matrices may be either simple checklists or complex tables with rows and columns containing information regarding, for example, people’s preferences and reasons for these preferences (Theis and Grady, 1991; Rowley, 1999; Sithole, 2002; Box 5.2).

**Trend lines:** The above contextual information is useful, but it is not sufficient without an understanding of the associated trends. A temporal dimension can be added to any of the exercises referred to above by conducting trend line exercises or historical mapping (Chambers, 1992). Historical mapping provides visual evidence of changes that have occurred over time, and in this way helps to identify causes of current environmental change (Borrini-Feyerabend, 1997). Trend lines can be used to illustrate changes in availability of species, for example, and the reasons behind these changes. Trend lines are sets of key dates in chronological order with a score representing relative changes in key variables; in the case of natural capital, these could include water quality, forest health and species availability (see Figure 5.2). Trend lines can also be used to discuss issues varying from access to markets and credit to changes in land use, customs and practices, population, fuels used, and so on (Chambers, 1992). This information serves to guide the researcher in the search for additional contextual information,
because discussion will inevitably be regarding what caused the changes in natural resources, and this often relates to social factors. Agricultural census data is a key source of historical data and can be used to verify information gathered during trend line exercises or other participatory exercises.

**Historical mapping**: involves drawing maps of the same area for different dates in the past to illustrate key changes. For example, changes over time in the area and location of arable fields, hunting areas, forest cover or grazing land can be illustrated in this way. Having drawn a map or identified features on historical aerial photographs, these maps can be used as a basis for further background data collection through key informant interviews. These resource dynamics may indicate changes in livelihood options as the basis for some strategies disappearing and new ones emerging (Ellis, 2000).

---

**Box 5.2 Example of a matrix exercise summarizing what crops are cultivated, the most important reason for their cultivation and the most important markets for these crops**

*Key: ▶ crop is grown for this purpose
  ─ crop is not grown for this purpose
  ▶▶ the most important reason for cultivation/most important market

<table>
<thead>
<tr>
<th>Crops</th>
<th>Household use</th>
<th>For sale</th>
<th>Sold in town</th>
<th>Sold in village</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maize</td>
<td>▶</td>
<td>▶▲▲▲</td>
<td>▶</td>
<td>▶</td>
</tr>
<tr>
<td>Potatoes</td>
<td>▶</td>
<td>▶▲▲ ▶▶</td>
<td>▶</td>
<td>▶</td>
</tr>
<tr>
<td>Pumpkin</td>
<td>▶</td>
<td>▶</td>
<td>▶</td>
<td>▶</td>
</tr>
<tr>
<td>Beans</td>
<td>▶</td>
<td>▶</td>
<td>▶</td>
<td>▶</td>
</tr>
<tr>
<td>Green beans</td>
<td>▶</td>
<td>▶</td>
<td>▶</td>
<td>▶</td>
</tr>
<tr>
<td>Melon</td>
<td>▶</td>
<td>▶</td>
<td>▶</td>
<td>▶</td>
</tr>
<tr>
<td>Wheat</td>
<td>▶</td>
<td>▶</td>
<td>▶</td>
<td>▶</td>
</tr>
<tr>
<td>Wild spinach</td>
<td>▶</td>
<td>▶</td>
<td>▶</td>
<td>▶</td>
</tr>
</tbody>
</table>

Source: Cundill (2005)

---

**Figure 5.2 A trend line exercise showing declining water quality in a village in the Eastern Cape, South Africa between 1960 and 2000**

Source: Christo Fabricius
Learning about physical capital

The infrastructure available to people influences their ability to pursue particular livelihood strategies. For example, access to agricultural machinery or ploughing oxen will influence the ability of some households to cultivate fields. The presence of roads and/or navigable rivers will determine market access and therefore market-based activities, while the existence of dams and/or irrigation systems will influence what is planted as well as risk and vulnerability to drought. It is important to note that access to communally owned or managed infrastructure, for example irrigation, may be differentiated through, for example, elite capture (see Balooni et al, 2010) or as the location of land plots relative to the irrigation outlet influence the benefits derived (Makurira et al, 2007).

While individual household assets can be listed during surveys, access to communal and regional infrastructure is also important. Topographical maps are a good starting point to identify settlements, dams and road networks. Aerial photographs can be used to identify market facilities. More detailed information can be gathered during participatory mapping exercises, key informant interviews with the members of agricultural cooperatives or committees and also simply by looking around. Clinics, schools, community halls, water taps and fences are all good examples of physical capital that will influence livelihood options and the use of natural resources. Participatory mapping of neighbourhoods can be useful to plan sampling procedures before surveys begin.

Learning about social capital

Social capital includes both tangible relationships such as membership of formal and informal groups, and intangible relationships such as kinship, trust and reciprocity networks. Understanding these relationships helps researchers to make sense of household vulnerability because, in many instances, these networks enable people to cope with shocks and change.

Some basic information regarding kinship, trust and reciprocity can be collected using standard survey techniques by, for example, including questions about reliance on family and friends during crises (see also Chapter 7). More in-depth and semi-structured interviews are, however, necessary to come to terms with the ways in which these networks are made use of, or how exclusion from them affects resource use and reliance patterns. For example, in Pondoland in the Eastern Cape, South Africa, Kepe (2003) and Makhado and Kepe (2006) found that women’s participation in weaving activities, the volume of products produced and resulting incomes earned from crafting were closely related to ‘ownership’ of wetland reed (Cyperus textilis) beds. The information about the ownership was not yielded in the formal household survey but identified through PRA exercises and
in-depth interviews with a selected group of women. In this region, unlike other parts of South Africa, reed beds along rivers and streams within the village commons are ‘quasi-privatized’ and under the stewardship of female members of households. These women lay claim to the beds by planting *Cyperus textilis* rhizomes. This planting provides tenure rights (including inheritance) over the planted area as long as it is maintained; as soon as a site is neglected or abandoned, a new owner can take possession. Women without reed beds gain access to reeds via the informal networks they are part of. Kin and close friends often harvest for ‘free’, while in other situations a 50–50 share cropping system may apply, where labour is provided as payment for reeds harvested or the harvester may weave a mat for the reed bed owner in exchange for access. Sometimes women living close to the streams and rivers may look after a bed for the owner, who may reside a long distance away, and thus gain permission to harvest.

Information regarding tangible networks, such as local leadership, community groups and links to local government or NGOs, can be gathered using key informant interviews. Key informants to focus on would usually include committee members and other community leaders. For information regarding village governance, additional key informants who are not members of official organs should be consulted for verification. In participatory workshops, Venn diagrams are a powerful tool used to diagrammatically represent relationships between social groups (Box 5.3; Asia Forest Network, 2002; DFID, 2000) and can be used to explore relationships between different actors and organizations.

**Learning about human capital**

Information regarding human capital is normally included in household surveys in terms of education levels in the household, any formal or informal training received by household members and skills held by household members such as weaving and carving. Information regarding household health and the ability of household members to work is an important aspect of human capital and should be included in household surveys. Contextual information supporting, *ex ante*, the questionnaire design could include what types of skills and training are demanded in a particular community and what skills are in low supply. Key informant interviews with local leaders, extension agents and NGO staff will provide information on any training and skills development activities in the area, as well as the number of primary and secondary schools that children have access to. Useful secondary data sources, such as local census data, will enable you to put this information into the broader context by providing information on education and literacy levels and common types of formal employment.
General information on the health status of community members can be obtained from local clinics and women’s groups.

**Learning about financial capital**

In conjunction with household surveys documenting income and expenditure at the household level, census data can be a key source of information regarding financial capital, particularly in terms of employment rates and income levels in

---

**Box 5.3 Example of Venn diagram illustrating engagement with forest utilization**

A Venn diagram can be used to map relations between actors, such as groups of natural resource users. When constructing the diagram as a participatory exercise with resource users, both the resulting diagram and the discussions entailed are useful sources of information.

**Figure 5.3 Example of a Venn diagram**

The Venn diagram consists of circles representing the various actors involved in or influencing resource use that are drawn on a piece of paper or on the ground. It may be useful to reflect the spatial positions of users when positioning circles. The size of circles typically reflects the importance or size of the actor; overlaps represent shared membership. In this example, inhabitants from two villages are members of a forest labour cooperative while seasonal migrants and inhabitants from village 1 participate in bamboo basket-making.

Source: Asia Forest Network (2002)
the broader area. Key informant interviews with local government officials, community leaders and NGOs active in the area can provide an idea of the level of external financial input and support taking place through development projects. Local key informant information can provide an understanding of the availability of loans. In the absence of formal loans from banks and other credit institutions, villagers have to rely on informal loans but their availability may depend on, for example, kinship ties and they may carry high interest.

**Policies, institutions and processes**

Livelihood studies often fail to fully acknowledge the structural barriers and opportunities that influence the options available to the poor (Du Toit et al, 2007; Gough et al, 2007). Formal and informal institutions influence patterns of resource use (Scoones, 1998; Leach et al, 1999). The term ‘institution’ refers to both formal constraints such as rules, laws and constitutions, and informal rules and constraints such as norms of behaviour, cultural practices and self-imposed codes of conduct (North, 1990). Inquiring about rules governing access to different resources is therefore a critical step in collecting contextual information, and is part of acknowledging that communities are not homogenous entities with common interests or equal access to resources (Agrawal and Gibson, 1999; Leach et al, 1999; Ribot and Peluso, 2003).

A useful starting point in elucidating differing levels of decision-making power, existing organizations and institutions, and how people’s choices are constrained or enabled by these structures is to conduct a Venn diagram exercise with a small group of actors (see Box 5.3). This exercise can be repeated several times with different user groups to get a more nuanced idea of power and rules governing resource use. These exercises can be accompanied by key informant interviews with natural resource users, customary and elected leadership operating at various levels, for example, traditional or elected leaders at the community level and local forestry officials, elected councillors and municipal managers at local government level.

The policy and legislative environment can also have a major impact on what happens at the local level and can influence who has access to what forms of livelihood capital. Policies that support decentralization and devolution can, for example, both increase and decrease local people’s access to natural resources (Shackleton et al, 2002). Understanding access to and the security of tenure that a household has over the land that they cultivate or the resources that they use is often critical in understanding the investments made by a household in developing that resource and the benefits they obtain from it. Desktop studies involving consultation of national, provincial and municipal policies, legislation
and strategies will usually be useful to understand *de jure* (legal) access and tenure arrangements. This should, however, be combined with key informant interviews with users and leadership (customary and official) to understand the overlaps (if any) with de facto tenure in a given setting. Often informal tenure arrangements may emerge at a local level such as described earlier in the Pondoland *Cyperus textilus* example. In-depth interviews and group discussions with resource users can also be useful to elucidate the level of security that resource users feel about their access to resources and any conflicts or struggles around this access. Lund and Treue (2008), for example, combine a household survey and in-depth interviews to show how a group of villagers that are highly dependent on charcoal production faces strict enforcement of rules due to a long-standing conflict with the village leadership.

**Trends, shocks and vulnerability**

Livelihoods are affected by trends as well as by shocks and seasonality over which people often have limited or no control. In many instances, the livelihood data recorded during surveys will reflect either short-term responses to shocks and/or seasonality, or long-term adaptive responses to trends such as population growth or technological innovation. Understanding the ways in which these factors influence livelihoods, and local responses to them, is critical to understanding data from quantitative surveys that provide snapshots of households’ livelihoods. Box 5.4 provides a limited list of examples of these factors.

Secondary data sources can provide useful information relating to trends and shocks. Trends in population, education, employment and health can often be obtained using local census data. The local weather station should have long-term rainfall and temperature data, while clinics may have long-term data regarding health, and agricultural offices may have information regarding trends in production and prices for produce.

To obtain primary data, many of the methods discussed previously will be useful. Key methods include trend line exercises and historical mapping. The vast majority of the information relevant to the vulnerability context will emerge from the debates and discussion between participants involved in participatory workshops dealing with other parts of the livelihoods framework, for example, when talking about natural capital and changes in either abundance or availability. Seasonal calendars are another useful method that can be used to begin discussions regarding how livelihoods shift during different times of the year. Seasonal calendars are a series of different diagrams showing the main activities, problems, and opportunities throughout the annual cycle, and are most useful in identifying the months or periods of greatest vulnerability or difficulty (Theis and Grady,
1991). Calendars can be based either on seasons or on months of the year and are useful in identifying the temporal distribution of rainfall, water requirements, crops, labour, fuel, migration, income, and so on (Chambers, 1992).

**Conclusions**

Contextual information is important at various stages of the research process, from designing household surveys and selecting the research site to interpreting, understanding and drawing conclusions on the basis of quantitative survey data. The SLF is a useful guide that can serve as a compass to orientate you in the collection of contextual information and help you better understand the factors that influence the livelihood choices, strategies and outcomes (Box 5.5) of different households. Conducting as many interviews yourself as possible, listening to people’s stories about their lives and following up on issues that resource users
themselves feel are important is key to understanding the context you are working in. Living in the research site for an extended period can be invaluable in building a nuanced insight and knowledge of the area. At the end of the day, the more contextual information you have, the more comfortable and confident you will be in explaining your findings from the quantitative survey and in understanding the role of natural resources and forests in the livelihoods of local people.

Key messages

- The SLF is a useful tool for thinking through what contextual information could be relevant to complement the formal questionnaire survey.
- Contextual information has three important uses: (a) *ex ante* to the survey as a basis for the questionnaire design and question formulation (see Chapter 7); (b) during implementation of the questionnaire survey through sensitizing the research team to local cultural and political issues that may affect the research (see Chapters 10 and 11) and; (c) *ex post* data collection to interpret findings and place these into perspective.
- Be constantly curious during fieldwork, and in a learning mode.

**Box 5.5 Assessing well-being**

A goal of household surveys is to assess well-being (a livelihood outcome) through establishing total incomes. Understanding local perceptions of wealth can be critically important for researchers who seek to understand the interactions between income, wealth, resource use and well-being. Quantitative surveys and census data typically provide information on predefined notions of household wealth, making a comparison with local wealth notions important for evaluating the validity of survey results. Local poverty and wealth notions can include a high level of detail, involving more than seven progressive stages (Krishna, 2006). Perceptions of wealth differences in a community, as well as local indicators and criteria for wealth and well-being, can be identified using wealth ranking techniques (DFID, 2000). Adding a temporal dimension by conducting historical wealth rankings, possibly followed by gathering individual household trajectories, can yield information on pathways into and out of poverty realized in the community – information that will complement results from a snapshot survey. Local well-being notions may also be explored through coding qualitative interviews regarding respondents’ happiness with their life and reasons for this (Camfield and Ruta, 2007).
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Chapter 6

The Division of Labour Between Village, Household and Other Surveys

Pamela Jagger and Arild Angelsen

Not everything that can be counted counts, and not everything that counts can be counted.


Introduction

After formulating interesting, clear and answerable research questions with associated testable hypotheses, the next task is to select the best methods for data collection. Data collection aims to obtain the most accurate and precise measures of variables of interest (see Chapter 11). The challenge is to maximize data *validity* and *reliability* (see Box 3.2 for definitions) given the constraints of research budgets, researcher and respondent time, and the willingness and capacity of respondents to answer the types of questions included.

Researchers have a diverse set of methods to choose from. In this chapter we cover approaches to collecting village and household-level data, using rigorous qualitative and quantitative methods. The two major points of this chapter are: (a) think carefully through the nature and use of data, and (b) choose the scale and format for data collection based on that. As part of this, consideration should be given to when a quantitative indicator is needed to explore the research question. Some questions and data collection efforts lend themselves to more qualitative approaches.

Before reviewing the main survey approaches, a reminder of the main uses of survey data is in order. There are three types of information a field researcher should collect:

1. **Data for the quantitative (statistical) analysis:** The title of this book – *Measuring Livelihoods and Environmental Dependence* – points to a focus on the
quantitative analysis. Specifying the exact data that are needed to answer the research question and test the hypotheses is a critical element of fieldwork preparation. The data needs have – hopefully – been identified as part of the research proposal and matrix (Chapter 3), but this is a continuous task until data collection starts.

2. **Background (contextual) information**: Background information will not have the same requirements for representativeness, exact definitions and specification as the quantitative data. Still, it is essential to provide background for in-depth study, partly to enable the interpretation of statistical analyses (see Chapter 5).

3. **Information to situate the study area in a broader context**: Data on larger scale structural variables help to situate the analysis in the broader context of the sub-national or national landscape, and inform about the generalizability of the study. A research finding that claims to be representative of 15 million people is much more interesting than one representative of only the 1500 in the study villages. Ideally, one should be able to say how representative the study areas and sample population are of the sub-national (for large and diverse countries such as Brazil or Indonesia) or national context. Typical variables useful for addressing the issues of generalizability of findings are: agroecological zone, market access, income levels, major economic activities, population density and dominant ethnic or linguistic group. For example, the research may take place in an area that is biophysically similar to 20 per cent of the land area in the country or socioculturally similar to 30 per cent of the population in the sub-national region where the study area is located. This provides the consumers of the research with important information regarding how applicable the findings are to the wider context.

Based on these different uses of data and other considerations, we shall outline four main categories of data to be collected during field research. We then elaborate on data collection at the village (community) level, followed by a brief treatment of household level surveys (covered in later chapters). Then we suggest other relevant surveys of, for example, local institutions, depending on the focus of the research. Before we conclude by stressing the need for a nested approach to data collection.

**Which survey approach to take?**

The household survey is the staple of most fieldwork focused on how local people utilize, manage and are affected by policies and programmes related to natural resources. There is a strong tendency to collect as much information about household demographics, socio-economic characteristics and economic
decision-making as possible (in other words, income, consumption, expenditure, time use, and so on). Our experience suggests that the household survey easily becomes overloaded. Almost invariably, the pretesting experience reveals that the questionnaire is too long! One reason is that the data needs are not well defined, thus ‘to be on the safe side’ too many questions are included. By focusing the research questions and carefully thinking through hypotheses and possible statistical model specifications, questionnaires can be limited to include only essential data.

Another reason why household questionnaires are frequently too long is that they include information that can be more accurately and efficiently collected through other survey approaches. To determine the best methods for collecting data, the researcher should ask two key questions about every variable (or question) considered for inclusion in a survey instrument:

1. Is this variable likely to vary within the village/community? If yes, the information should be collected at the household level, if no, it can be collected at the village level (or higher scales).
2. Can one get reliable quantitative figures for this variable, and does one need to get representative quantitative figures for this variable to answer the research question or test hypotheses? If the answer to both parts of this question is yes, put the survey question in the household survey. If no, go for key informant or focus group/village discussions.

The answers to these questions enable categorization of the information needed into one of four cases (Table 6.1).

Going through this process to identify at what scale data should be collected (Q1), and whether representative quantitative data are needed (Q2) is essential to collecting the most accurate and precise data you can, and in an efficient manner.

Variation in data is a central concept in research and data analysis. Without variation in the variable of interest, there may not be an interesting story to tell and certainly very limited scope for statistical analysis. The level at which the

| Q2: Are representative quantitative figures feasible and needed? | Q1: Does the variable vary within village? | Yes | No |
|---|---|---|
| Yes | Structured household survey | Structured village survey |
| No | Key informants, focus groups (subset of villagers) | Village meeting |
variation in the variable of interest occurs both limits the range of possible analyses and also has implications for data collection methods. In general, collect the information at the level at which the variation occurs! If all the households in a village use the same forest area, the information about that forest should be collected at the village level. There are in-between cases; market access, for example, is influenced by both the location of the village and the location of the household within the village, and may therefore be collected at both levels.

The second question of qualitative versus quantitative information is only partly related to the nature of the variable. Most variables can be measured, with varying degrees of effort and accuracy. It is easier to get a quantitative answer to the question ‘how old are you?’ than ‘how happy are you?’, but much research has gone into measuring happiness (for example the World Database on Happiness). Likewise, it is easier to measure physical capital than social capital of households, but many indicators have been developed for the latter (Pretty and Ward, 2001; Katz, 2000; Gibson et al, 2005).

Thus, equally important as the nature of the variable is the need of the research project and how the information will be used. Is it to be used as background information or in statistical analysis? Using the table will typically result in a nested approach. Different variables of the same topic area are included in different surveys. For example, if land rights and tenure are important in the research project, information regarding the history of tenure in the community can be collected through key informant interviews, major problems and land conflicts can be on the agenda in a village meeting, while the household questionnaire may contain questions about the household’s land-ownership and involvement in land conflicts, for example, to test a hypothesis regarding the poor being more vulnerable to land conflicts.

In our experience, the main benefit of this approach is that it results in a well-specified and parsimonious household-level questionnaire. It almost invariably results in a shorter questionnaire, leading to better quality data, reducing fieldwork costs, and minimizing the burden on the respondents. Conversely, the danger of this approach is that too much information will be integrated into village-level survey instruments. It is essential to consider how the data collected will be used and analysed; this rule applies to questions asked at both the village and household scales, and for both qualitative and quantitative data.

**Collecting village data**

This section and the one that follows will provide a brief overview of the main survey instruments outlined in Table 6.1. To avoid overlaps with Chapter 5
regarding contextual information and the chapters that follow on household surveys, the coverage is somewhat uneven, with a stronger emphasis on village surveys as these are not covered elsewhere.

**What data to collect**

Careful thought should go into designing village-level surveys. As we indicated above, village surveys frequently become too long as they serve as a catch-all for questions that did not make it into the household survey. Long village surveys are difficult to administer in the field as they require participants to devote too much of their time. Thus, the critical question is again: how are the data to be used – as general background and contextual information or for statistical analysis?

*The structured village questionnaire*

Village questionnaires can have both qualitative and quantitative components. Data to be used in the core statistical analysis need to be collected as quantitative information; to collect these data across a diversity of villages a structured village questionnaire should be developed. Suggested data include:

- Geography (global positioning system (GPS) location of village, average rainfall, trends in rainfall, altitude, slope).
- Demography (population, in-migration and out-migration, ethnicity).
- Infrastructure (water and electricity sources; presence of education and health facilities).
- Land uses.
- Forest resources (distance to nearest forest; biophysical condition; most important products harvested).
- Forest institutions (property rights; forest user groups).
- Shocks and crises that put households at risk (for example, drought, fire, war).
- Wages and prices.

These data can be used in several ways. They can be used to group villages into clusters, for example, four clusters based on location (remote–central) and local forest management institutions (weak–strong). If the number of villages is large, data can be used in a regression analysis of households’ forest use, including variables such as distance to forest, number of forest user groups, and so on, rather than more general village dummy variables (that are often hard to interpret).

*Background and contextual information*

There are various types of information that may not be included in the statistical analysis but still contribute significantly to the analysis. Such data can provide
important background and contextual information, help to reformulate and make more explicit hypotheses, help to construct or impute data, assist in interpreting statistical results, rule out alternative explanations for your findings and situate the study in the sub-national or national context.

The following are examples of data to collect:

- History of village.
- Main livelihood activities.
- Seasonal calendars for agriculture and forest products.
- Seasonal and/or historical price data for major agriculture and forest commodities.
- Dates and effects of current and past major political, economic, biophysical, weather, in-migration and out-migration events.
- The quality of public services, including roads, schools, health centres, water sources, and so on.
- Information regarding important social and cultural aspects of society (for example, marital norms or gender roles).
- Narratives of major drivers of land use and environmental change.

We recommend that researchers take a systematic approach to collecting background information if there is more than one village included in the study. Having a complete set of information for each village in the study area allows for more rigorous analysis and explanation of observed phenomena. Researchers should collect and approach the analysis of qualitative data with the same rigour as they would approach quantitative data. This may involve coding qualitative data, undertaking content analysis and creating typologies that situate villages according to important information.

**How to collect village-level data**

There are a variety of ways to collect village-level data, and filling out a village questionnaire typically involves several methods of data collection. Whenever possible, the researchers should rely on their own observation/measurement and reliable secondary data sources, rather than burdening focus groups, key informants or village meetings with unnecessary questions. Time spent with village members should be spent capturing data that is not available from other sources. There are six possible sources of information for village-level variables: data collected using own observation or measurement; secondary sources; village officials; key informants; village meetings or focus groups; and village census.
Own observation and measurement
Some data can be captured by own observation or by taking measurements using a vehicle odometer or GPS. Quite a lot can be observed about a village simply by spending time there. Data on the presence of most physical infrastructure – including schools, health centres, boreholes, and so on – can be collected by observation, negating the need to include questions about infrastructure in a village-level meeting. Measurements such as distance to the nearest all season road, nearest forest, area of village, altitude, and so on, can be measured and recorded on the village questionnaire by the researcher.

Secondary data
Information about the village or region might be provided through national or regional statistical yearbooks, census reports, statistical bureaus or large-scale surveys undertaken in collaboration with bilateral or multilateral institutions (for example, the Living Standards Measurements Survey at the World Bank, see Box 7.4). Reliable records should be used whenever possible to capture basic demographic and public service data. Care should be taken to document secondary data and reference it accordingly. Time lags between the collection of data and the processing and reporting of data in developing countries means that data might be several years out of date. Researchers should be cautious about the reliability and relevance of data depending on the source, when the data were collected and whether data are disaggregated to a level where they are indicative of conditions in study villages. Many villages also have good records of population and in- and out-migration from the village, access to public services, land categories, and so on.

Several types of data that are not available at the village level might be available at higher administrative levels or at the landscape level. For example, rainfall may be an important variable for explaining variation between study villages. Rainfall data is generally collected and recorded by national or sub-national government authorities, or possibly NGOs, and often documented and easily available in some centralized location, for example at the Ministry of Environment. If not, visit rainfall data collection points (for example, weather stations, airports and airstrips, local colleges or district headquarters) and compile data. Other types of data may be available at higher levels of administration than the village including local government spending on forestry and agricultural extension, vaccination rates and educational attainment.

Village officials
Village officials can be an excellent source of factual information. When reliable written records are not available, village officials may have some of the factual information needed. For example, village leaders who hold the right to allocate
land should be able to state very accurately the number of in-migrant households over a given time period. Similarly, village officials may also have time series data for the population in the village, which can be very useful to complement an oral history.

It may be more efficient to ask village leaders these types of questions rather than to put them to a larger group where time typically is needed for aggregating the collective knowledge. However, we caution against relying only on village leaders for answering questions involving subjective assessment. Their responses may be a biased or 'polished' view of the state of affairs. For example, asking a village leader about land conflicts in the village may yield an incomplete response. The leader may not want to discuss problem issues in the village, or may himself be involved in a land conflict.

**Key informants**

Key informants are residents of the village that have a high level of awareness regarding social, economic, demographic and cultural trends. They are frequently politically active and engaged in governance either formally or informally. They may have lived in the village longer and held key positions. They are typically more curious about village affairs, and so on. Key informant interviews are generally more informal than focus group meetings, but one should still have an interview guide, that is, a set of questions to be discussed. Key informants may be among the respondents in a household survey. It is important to always keep a list of interesting questions, not suitable for the formal questionnaire, and ask households that seem particularly well-informed.

When interviewing key informants, it is important to beware of biases: a seemingly very well-informed key informant might have a biased view for some reason. For example, he or she represents one group in the village or they may want to hide certain information to portray their village positively. As a general rule, triangulate information from key informants, ask many people the same questions and eventually the answers will converge towards a more complete picture. Key informants can also be important sources of sensitive information, but this requires a more relaxed atmosphere (no pen and paper or microphone, but write down the information as quickly as possible after the conversation has ended).

Valuable data can be collected by sitting with community members and having informal discussions. These types of interactions are generally unscripted, providing an opportunity for community members to talk about things that might be outside of the scope of the core research instruments. Consider asking questions after a game of chess or during the village market day. Spend time with respondents on informal terms and discuss controversial or sensitive issues (for example, if illegal timber is being harvested in the forest).
While informal discussions take place without questionnaires in hand, take detailed notes during the discussion. At a minimum, collect details on the name of the person interviewed, the date and where/how they can be contacted for follow-up questions. There is a good chance that these types of interactions will lead to notebooks full of interesting information that will never make it into the final research outputs. However, informal interviews can reveal important details that help with focusing on key variables or motivating new lines of inquiry.

**Village meetings and focus groups**

It is strongly recommended to have at least one focus group or village meeting to gather important qualitative information. Such meetings are essential for collecting data that involves some degree of subjectivity. A village or focus group meeting can be organized in different ways. Depending on the size, one alternative may be to invite all village members. Another option is to call a smaller group, say eight to ten people. In many countries, it is not just expected but mandatory to go through the village leadership when organizing such meetings. Not doing so can be seen as both impolite and possibly also a direct violation of the rules and regulations and can seriously obstruct the research. But one should also be aware that a village leader may select an unrepresentative group, thus one should ask the village head to invite a diverse group (men and women, young and old, rich and poor, immigrants and long time residents, and so on). During the village/focus group meeting have a list of questions ready and ask respondents in a systematic way. Follow up on interesting leads, but do not get sidetracked. If research is conducted across several villages, a semi-structured or structured village questionnaire should be developed to collect information in a systematic and comprehensive manner. In general, village meetings or focus groups should not last for more than two hours. Participants may spend a lot of time waiting for the group to assemble prior to the formal start of the discussion. Always respect the time constraints of respondents.

If contradicting views and information occur during the meetings, try to reach a consensus answer. More generally, it is critical to double-check information given by individuals. Thus, ask the same question to many individuals. This is particularly important for information that potentially could be sensitive, controversial or particularly important for answering the key research questions.

The lead researchers should be present during village meetings and be responsible for filling in the village questionnaires – this task cannot be delegated. This is unlike the household questionnaire where, after an initial training period, enumerators can do much of the data collection. The reason is that the information in the village questionnaires requires a more critical
assessment and judgement. Fill in as much as possible while conducting the survey and have an enumerator also taking notes and collecting important information that comes out of side discussions related to the questions. Having two people recording information will help with capturing as much of the rich discussion as possible. Compensate village/focus group members for their time by providing a small snack and/or drink during the meeting.

**Village census**

A village census can be used to collect accurate demographic information for the village questionnaire and can be a useful instrument for two main reasons. It can provide important data on basic demographic variables (number of household members, age/sex/education of household head, caste/ethnicity, in-migration) key livelihoods activities (for example, main occupation) and other areas of interest. But, as the census is to cover all the households in the village, it has to be very brief, often limited to ten key questions that can easily be answered.

The other main reason for undertaking a village census is to serve as your sampling frame for selection of households to be interviewed with the household questionnaire. The complete list of households can be used to randomly draw the chosen number of households. But, a census would be even more useful in stratification if that procedure is chosen (Chapter 4). For example, if the research focuses on a particular forest product, which is collected by only a minority of the households, the census can identify those households. The sampling procedure might then be to select equally sized samples of collectors and non-collectors, and use the census result in a weighted aggregation to generate representative village data.

Undertaking village census can be time-consuming, particularly in villages with large populations (more than 500 households) and covering large geographical areas. Thus, a cost–benefit analysis is needed. If the purpose is just to get a list for the random sampling for the household survey, other methods are likely to be more efficient (see Chapter 4).

**Household surveys: Structured formal quantitative questionnaires**

Household surveys in the fields of agricultural, resource, environmental and development economics are generally focused on the collection of quantitative data that can be used in statistical models specified to explain household level behaviour. Questionnaire design should be focused on capturing all of the data required for the behaviour model specified. The possibility of obtaining accurate
quantitative responses, and variation across households in responses to specific questions, are the critical elements in designing household questionnaires. Household surveys should only include questions that elicit data expected to vary from household to household. ‘Has your household been negatively affected by a recent drought?’ is not a good question for a household survey. Droughts generally manifest as a covariate shock, meaning that all households in the drought-affected region are similarly impacted. However, asking households about coping mechanisms related to the recent drought is a good question for a household survey.

A broad discussion of household questionnaire design is given in the next chapter. One issue concerns the frequency of surveys, linked to the accuracy and precision of household responses to questions. Frequently, researchers seek to explain economic behaviour within the household for a period of a year. Annual data are important as they reflect seasonal variation, and are comparable with other standard statistics produced at the sub-national and national level. Most household-level socio-economic surveys are administered one time only, meaning that the researcher has to come up with creative ways to elicit accurate information from household respondents. This can be a serious challenge as it is very difficult for most of us to recount our full income, consumption, expenditures or time-use portfolios for the past week, much less the past year. We have a limited cognitive ability to recall, with any degree of accuracy, over a long period of time. Particularly challenging to recall and aggregate are regular transactions or events; irregular economic activity, such as expenditures for a wedding, are easier to recall with accuracy. Researchers have developed a variety of ways to deal with the recall issue including: administering questionnaires multiple times to capture seasonal variation or to parse the year into smaller units of recall and aggregation (for example, the Poverty Environment Network (PEN); Campbell et al, 2002; Nielsen and Reenberg, 2010); providing variable recall periods depending on the type of product or activity to be quantified (Cavendish, 2002), for example, more regularized activities should have shorter recall periods; or using participatory methods rather than more formal accounting methods to motivate households to think about the relative rank and weight of various livelihood strategies (Box 6.1).

Other livelihood related surveys

Beyond village and household questionnaires, there are other types of data to consider collecting to supplement, complement or triangulate the rich data collected using the core village and household research instruments. For example, other types of data include: additional data that provide finer detail or
Box 6.1 Participatory techniques versus detailed accounting approaches: Do the methods matter?

Pamela Jagger, Marty Luckert, Abwoli Banana and Joseph Bahati

Virtually every researcher engaged in social science fieldwork has faced decisions regarding using aggregated or disaggregated approaches to collect information. These decisions are made largely based on individual experiences and disciplinary training. We conducted an experiment in Uganda to test whether different methods of data collection yield significantly different results. We collected information on rural income portfolios for two sub-samples of the same population of households in western Uganda using different survey instruments: a highly disaggregated income survey, and a participatory rural appraisal survey instrument that collected household-level information using a more aggregated approach. For example, in the disaggregated household survey, respondents were asked to itemize forest products harvested and to indicate the quantity and value of the products, as well as any financial costs incurred in their production. By combining these data with estimates of net income for other sectors of the livelihood portfolio, we were able to estimate the share of the total portfolio from forest products as well as for other important sources of income. Conversely, the aggregated approach involved asking households to rank and weight ten categories of income by coming to consensus about appropriate rankings and weighting. Using this participatory method, we were also able to estimate income portfolio shares. We then compared the results of these two approaches to see whether and why they are different (Figure 6.1).

Figure 6.1 Income portfolio shares
fill in missing values in village and household surveys (for example, price and wage surveys); informal discussions that add contextual details and new background information; focused surveys on specific topics that require different sampling strategies and questionnaires (for example, value chain surveys); and data that need to be collected at a wider scale than the village or are more appropriately linked to biophysical boundaries rather than the political boundaries of villages (for example, local forest or water user groups).

**Price and wage surveys**

Additional surveys can be undertaken to systematically collect data that may be important for imputing values that are missing from the data set. For example, households that collect but do not sell fuel wood may find it difficult to indicate a value for a head load of fuel wood. If fuel wood is sold by other households in the village or by traders that come to the village, it should be possible to obtain a village-level price for fuel wood. This value can be used to calculate the economic value of fuel wood to households that were unable to provide price information (see also Chapter 8).

Daily wage rates for adult male, adult female and child labour, and village-level price data for agriculture, livestock, forestry and other environmental products can be collected using village-level focus groups. Focus groups should be comprised of representative groups from the village, including men and women of varying ages, socio-economic status and ethnic groups. Village trading centres
or markets are good places to find a group of people to interview. It is a good idea to have a very short questionnaire that allows systematic entry of these data. When collecting price data, care should be taken to make sure that consistent units and conversion factors for products that are sold in a variety of different units are used.

Also take note of seasonal change in wages and prices. Researchers should collect wage and price data for at least two seasons, the busy and slack agricultural periods of the agricultural calendar. If the field research lasts for a prolonged period of time, interesting seasonal price fluctuations can also be revealed by regular (for example, weekly) collection of market prices for key commodities.

**Value chain surveys**

Researchers interested in forest and environmental resources may undertake value or commodity chain studies for forest products that are important to rural livelihoods (for a review of methods see Kaplinsky and Morris, 2001; Ribot, 2005). Depending on the focus of the study, it may be decided to collect detailed data on value chains for specific products. Generally those that are highest in value, have reasonably robust markets and contribute the most to forest-based livelihoods are of interest. Various aspects of value chains can be studied using value chain surveys, including: profits and marketing margins across a diversity of value chain participants; producer groups and associations functioning in the area where the study is taking place; rules, regulations, taxes and fees pertaining to the production, trade, transport and retailing of products; the availability and volume of credit to value chain participants, and so on. As with household and village-level data, these types of data should be collected using rigorous methods including identifying a representative sample or surveying the relevant population, and by developing research instruments with well thought-out questions accompanied by appropriate recording and coding structures. Examples of studies focused on sub-national value chains include: Ribot (1998, charcoal), Gellert (2003, timber), Shively et al (2010, charcoal).

**Local institutions and groups**

The study of local institutions and their relationship to forest management and livelihood outcomes has shed light on the importance of studying collective action for sustainable forest management and resource use (Varughese and Ostrom, 2001; Adhikari, 2005; Agrawal and Chhatre, 2005; Jumbe and Angelsen, 2006, 2007). Participation in local organizations such as forest user groups, microlending groups, and so on, can be important determinants of household-level dependence on forest and environmental resources. Household surveys should include data on household participation
in such groups. In study areas where groups play a significant role in shaping resource use, a separate questionnaire focused on local institutions and groups can be implemented. The International Forestry Resources and Institutions (IFRI) research programme has been collecting data on forest governance and institutions for more than 15 years (Ostrom and Wertime, 2000). Their resources provide an excellent starting point for developing questionnaires focused on local institutions, collective action and forests. Such additional surveys may require a different sampling procedure than the one used for village and household-level data collection. For example, an independent survey on forest user groups might involve all members that use products from a specific forest landscape.

Sub-populations

Understanding how various sub-populations utilize environmental resources is frequently of interest. This requires data that allows for disaggregating a sample of households by sub-population. Households can be split into sub-populations representing different groups, including: female-headed households; migrant households; ethnic minority households; relatively poor households, and so on. Calculating basic descriptive statistics and/or running regressions using split samples provides interesting insights into how various groups are differentially affected by changes in natural resource management policies, property rights, land tenure etc. See Jagger (2008) for an example of a split sample multivariate analysis examining the impact of Uganda’s forest sector reform on the relatively wealthy and relatively poor households.

Data can also be collected at the individual level. Intra-household surveys are the best way to learn how women, men, youth, elderly and sick members of households utilize resources or are differentially affected by policies or projects (Haddad et al, 1997; Maggs and Hoddinott, 1997; Sapkota and Odén, 2008; de Sherbinin et al, 2008). Intra-household surveys involve interviewing several household members to ascertain differences that exist across gender and age cohorts. As with our advice on variation above, intra-household data should only be collected for variables likely to vary among household members.

Conclusions – a nested approach

The research strategy is central to the development of household and village-level questionnaires, and the field researcher needs to keep in mind the overall research questions and the testing of alternative hypotheses. The research process, including choice of survey instruments, is influenced by that. The key
message of this chapter is to adopt a nested approach, where the information needed is collected at the appropriate scale (in other words, the level where the variation in the variable occurs) and, depending on the later use of that information, is collected using qualitative or quantitative data collection methods. This can be achieved by asking two very simple questions, as outlined in Table 6.1. It has large benefits in terms of more concise and cost-efficient research instruments. Yet, there is always a risk of overloading the questionnaires; in particular the structured village questionnaire might become a dumping site for questions that did not make it into the household questionnaire.

We realize that our categorical view of qualitative versus quantitative data is rather black and white. Empirical field research on social processes almost always has more nuance to it; researchers need to be flexible in their approach. In addition, the need for triangulation using different types of survey questions to elicit the same information suggests the use of both qualitative and quantitative data to ensure robust analysis and research findings. Developing additional questionnaires on prices, wages, value chains, local institutions and sub-populations can facilitate triangulation.

Key messages

- Variation is essential for a robust analysis: think about at what scale you expect to see variation in your data (for example, household, village, sub-national or landscape levels).
- Think carefully about whether you need qualitative or quantitative data to answer your research question.
- Use a variety of methods at multiple scales to triangulate data for the most important variables.

Notes

1 The Poverty Environment Network (PEN) village questionnaire illustrates the type of information that can be collected (see www.cifor.cgiar.org/pen/_ref/tools/prototype.htm for a prototype questionnaire).
2 See http://sitemaker.umich.edu/ifri/resources for an overview and links to research methodology, instructions and research instruments from the IFRI research programme.
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Chapter 7

Designing the Household Questionnaire

Arild Angelsen and Jens Friis Lund

Differences in question design often bring results which show far greater variation than those normally found by different sampling techniques. George Gallup (1947, cited in Foddy, 1993)

‘What was your forest income last year?’

Imagine a researcher asking a farmer in Indonesia the following question: ‘What was your forest income last year?’ This is a poor question to ask because the concepts are not clear. For example, (a) does ‘your’ hint to the person or the household? (b) Are ‘forest’ products those from a small woodlot on the farm or a deer roaming in the forest during the daytime and feeding on farmland during the night? (c) Does ‘income’ imply cash income only (as many will associate ‘income’) or cash and subsistence income combined (the economic definition of ‘income’)? And (d) does ‘last year’ refer to the past 12 months or the last calendar year (and which calendar, by the way)?

Even if the farmer understood the question to be: ‘What was the cash and subsistence income for your household from forest X over the past 12 months?’, he would probably not have a clue about what the income was. The household’s forest income might consist of 20 different products, be collected by five different household members during four different seasons, and mainly be used for family consumption (with the price unknown). In other words, the question begs of the farmer a large algebraic operation with several unknown variables! If the farmer does come up with an answer – if nothing else as a display of politeness – it is unlikely to reflect the household’s actual forest income last year.

This chapter gives guidance on questionnaire design and question formulations that will increase the quality of the data collected. In the case of our Indonesian farmer, it means asking carefully worded questions in an
appropriate sequence so that answers provide a measure of our farmer’s forest income – and other relevant variables – that is close to reality. Our focus is on the household questionnaire. Although this has become the staple of quantitative fieldwork, designing a questionnaire is not a quick and easy way to collect empirical data. As just seen, even for well-defined quantitative concepts such as ‘income’, designing questions that facilitate the collection of valid data is not a simple task. Any short cuts taken in the questionnaire design phase will almost invariably have to be paid back with high interest at later stages of the research.

While this chapter focuses on the questionnaire design, it presumes that the homework has been done. The research questions, hypotheses and data needs should have been sorted out (Chapter 3), the sampling strategy elaborated (Chapter 4) and an overview of the surveys suitable to gather the different data should be available (Chapter 6). The gross list of data to be produced by a survey then needs to be reformulated into questions that can be asked in a questionnaire. The ‘translation’ process – from data needs to question formulation and questionnaire design – entails several risks: (a) dropping – some data needs are not translated into questions, (b) modification – questions do not reflect data needs accurately (this has serious implications for construct validity, see Box 3.2 for a definition of construct validity), (c) duplication – unnecessary costs are introduced as the same data needs are inquired about in more questions, and (d) expanded scope – questions are introduced that elicit data not needed for the analysis. Every unnecessary question in the final questionnaire will be extremely costly in terms of the time needed for design, testing, collection, entry, checking and, subsequently, analysis of data that is not needed to answer the research questions – as well as the negative effect it may have on the quality of other data collected by dragging out the interview. Thus, each question that goes into the questionnaire must pass the test: how will this information be used? Obviously, this is an iterative process, where it will be necessary to go back and forth between the research questions and hypotheses and the questionnaire to ensure alignment (see Box 7.1 for types of variables).

The basic building blocks: HAI+

Many household questionnaires follow the HAI + format, implying that they include the following four groups of questions:

- **Household composition and characteristics.**
- **Assets owned by the household.**
- **Income of the household.**
- **+ special sections reflecting the particular focus of the research project.**
**Box 7.1 Types of variables**

Depending on how questions are formulated, the household questionnaire can generate a number of different types of variables (de Long, 1997):

- **Continuous variables** are any value within a defined range of values, such as prices, volumes and weights.
- **Censored variables** occur when all values in a certain range are reported as (or transformed to) a single value – typically the dependent variable is zero – for a large proportion of the observations. For example, households that do not harvest any forest products will necessarily have zero forest income.
- **Binary variables** have two categories and are often used to indicate that an event has occurred or some characteristic is present. For example: does the household belong to a forest user group? 0 = No; 1 = Yes.
- **Ordinal variables** have categories that can be ranked. For example: how has forest cover in the village changed during the past five years? 1 = Major decline; 2 = Minor decline; 3 = No change; 4 = Minor increase; 5 = Major increase.
- **Nominal variables** occur when there are multiple possible outcomes or responses that cannot be ordered. For example: what is the primary livelihood activity of your household? 1 = Agriculture; 2 = Livestock; 3 = Forestry; 4 = Wage labour; 5 = Business; 6 = Other.
- **Count variables** indicate the number of times an event has occurred. For example, how many days did you harvest bush meat during the past year? Possible responses range from 0 to 365.

As you formulate your questionnaire you need to think carefully about what type of quantitative data you want to collect. How you ask questions has implications for the type of analysis that you can undertake after you have collected and cleaned your data (see Chapter 13). Some types of information are clearly best collected as continuous variables – for example, the distance from the house to the edge of the forest.

For variables related to education, you could think about collecting data in a variety of ways. For example, data on education can be collected in the following ways:

- How many years of education did the household head complete? (Censored, 0 through approximately 20)
- What is the highest level of education completed by the household head? (Ordinal, 0 = None; 1 = Some primary; 2 = Completed primary; 3 = Some secondary; 4 = Completed secondary; 5 = Beyond secondary)
- Did the household head complete primary school? (Binary, 0 = No; 1 = Yes)
Household composition and characteristics

Household composition and characteristics include basic information about the household members, such as age, sex, level of education, kin (relation to household head) and main occupation. A table with these characteristics as columns and individual household members as rows is typically the opening part of the questionnaire. Relatively detailed information about household composition is necessary for investigation of intra-household patterns of income earning and/or consumption, but is also relevant if household income is to be compared across households. In the latter case, data on age and sex can be used to compute an adult-equivalent household size or similar measures of household standardization (see Cavendish (2002) for an example of how to compute this).

Further, the H-section might include basic information about the household: when was it established, when did they move to the village, ethnicity/caste, religion and location relative to the village centre, rivers, forests and other points in space of interest to the research project.

Assets

Assets are productive resources that can be accumulated, sold or invested to achieve desired ends (livelihood outcomes). The assets that the household own or have access to form the basis for the generation of household income, thus the ‘asset-income’ pair is analogous to the ‘stock-flow’ of natural sciences. Assets influence households’ choice of livelihood strategies and are used as indicators of wealth that are less dependent on annual fluctuations than income. They are therefore almost invariably included in livelihoods and income surveys.

The asset recording should include estimates of all of the five types of assets or capital in the Sustainable Livelihoods Framework (SLF): natural, human, physical, social and financial capital (see Chapter 5). The five types of capital assets differ along two important dimensions, ownership and tangibility, which have implications for the way they are measured.

Property rights to natural and physical assets are often ambiguous in rural areas of developing countries (see Barzel, 1989; Bromley, 1991). In general,
ownership or property rights are a bundle of rights, the two major ones being the *use* (including current income) rights and the *transfer* rights (including sell or rent). An operational definition of property rights that include the *transfer right* is appropriate in relation to financial and many physical assets, for example, cash, jewellery, house and livestock. For some physical assets (such as collectively owned agricultural machinery or irrigation systems) and natural capital (for example, grazing land) this can be too limiting. Here the main focus might be on the use rights, in other words, whether the household has access to draw on capital assets that it does not own (in the sense of having transfer rights to). There are differences between individuals in their ability to exercise uniform rights. Thus, the bundle of rights may be a poor proxy to explain household-level variation in access to capital. This problem has been alleviated through the concept of access, which focuses on individuals’ ability to benefit from (through use and/or transfer) various forms of capital (see Ribot and Peluso, 2003).

Land is a key asset of many rural households, but its measurement raises problems. Besides the problem of defining ‘land owned by the household’, the valuation is challenging. Should the researcher try to value this land (and other assets) in order to construct an aggregate measure of tangible capital owned by the household? Unless there is a reasonably active land market, putting a value on land would be speculative. Land is then better measured in physical units. And rather than an aggregate measure, in many contexts one should distinguish between different types of land, for example, use, quality and location.

Differentiation should also be applied for other types of assets such as livestock: a cow is not merely a cow, but can be of different breed and age, and have different value. Disaggregation is key to get accurate estimates, although there is a balance between the accuracy and resource use. Collecting genealogy records to determine the breed of every chicken is not recommended!

Questions regarding financial, physical and natural capital are facilitated by their tangible nature, implying that theoretically coherent and quantifiable constructs can be developed to measure them. Questions regarding physical and financial assets are, however, often sensitive in the sense that people are reluctant to reveal their wealth (see Chapter 11 on ‘threat factors’). Physical capital has the advantage that, in many cases, it can be observed by the researcher or enumerator, implying an easy check on whether the questions are answered correctly.

For social and human capital, the main problem is their definition and measurement. Membership of local associations is an often used proxy for social capital, but research indicates that the validity of this proxy is questionable (Bodin and Crona, 2008). For the purpose of livelihood research, a useful
distinction can be made between bonding and bridging social capital, where bonding is relations of reciprocity within the community that secure a minimum subsistence livelihood and bridging is relations to more resourceful external actors (Woolcock and Narayan, 2000). Bonding social capital can be elicited through questions on who households rely on in periods of food and cash shortages or other crises, whereas bridging capital can be elicited through questions on who households rely on for assistance and support in relation to investments in productive activities.

For human capital, a widely used proxy is the level of education – both formal education and adult training – of household members. This variable may, however, not capture very well those aspects of human capital of a household that are relevant to its income earning opportunities. Locally relevant skills and experience, such as being good at carpentry, blacksmith works or producing charcoal, may be equally relevant measures of human capital.

**Income**

Income is the immediate outcome of livelihood strategies and a central measure of household welfare (see Chapter 5). While a well-defined concept in theory, capturing household income has proven slippery and a number of things can go wrong in questionnaire design (and during the interview).

**Defining income**

A consistent income definition is important to ensure construct validity (see Box 3.2). In other words, incomes from different sources should be measured consistently within the study, using standard definitions. This is also important to assure comparability of the findings to those of other studies. The definition of forest income, for example, varies across studies inhibiting comparisons (Vedeld et al, 2004).

Income is generally defined as the value added during a specific time period from assets that a household owns or has access to, such as labour, land and cattle. These assets can be used in own production and income-generating activities or sold in a market (for example, wage labour). Net transfers of cash or in-kind products are also included in income. Thus rural household income includes three broad components:

- Value added from self-employment, for example, agriculture, forestry or other business.
- Wage earnings and rents from renting out land or other forms of capital.
- Transfers, for example, remittances and pensions.
The first category is often the tricky one. The basic income equation for income from self-employment (in agriculture or business) is:

\[ I = \sum_{i=1}^{n} p_{i} y_{i} - \sum_{j=1}^{m} q_{j} v_{j} \]

Income \((I)\) is gross value (price times quantities of all \(n\) products) minus total costs (price times quantities of all \(m\) purchased inputs), for example, fertilizers, seeds, tools, hired labour.\(^1\) In our experience, there are at least four critical issues that cause confusion and mistakes.

First, total household income is the sum of cash income and subsistence (in-kind) income, the latter referring to the value of products being produced and consumed directly by the household. Many respondents (or even researchers!) may take income to mean cash income only. It is critical that the complete definition of income (\(= \text{subsistence} + \text{cash}\)) is clear to both enumerators and respondents.

Second, the costs of household or family labour should not be deducted to obtain household income – this is against the definition. One may want to measure the quantity and costs of household labour for other purposes, for example, comparisons of the profitability of different activities, but it is not needed for calculating household income.

Third, some products are used as inputs in other income-generating activities, for example, fodder collected from the forest for livestock, or timber for making furniture. The researcher has two options: (a) collect data on the quantity and price of these inputs, and count the fodder as forest income, but then deduct it from the gross value of sales and consumption of livestock and livestock products; or (b) ignore it because data are too hard to get, but keep in mind that – although total income is correct – the balance between livestock and forest income is skewed. A serious mistake is to count this as forest income, but not deduct it as a cost when calculating livestock income. This will exaggerate total household income.

Fourth, the distinction between income and assets is not as clear as it may appear. Consider this example: selling a cow would, by most household surveys, be counted as income. Then, purchases of livestock must be deducted when calculating livestock income, otherwise a farmer would get higher income from simply buying and selling a cow at the same price during the survey period. But, including sales and purchases of livestock may result in some households getting low income just because they are expanding the herd size through purchases, in other words, they will be income poor and asset rich. If the income definition is to include ‘changes in the value of assets’, then one should also include natural growth of the livestock (and other assets). This can become quite complicated, and our recommendations for most surveys are: (a) treat assets symmetrically in the way that both sales and purchases are included for key assets such as
livestock; and (b) livelihoods and poverty has both an income and asset dimension, thus modifying the income definition in an attempt to make it capture both aspects is not a good solution.

The principle of decomposition

The introduction to this chapter illustrated the need to break down the concept of income into questions that can be answered meaningfully by respondents. This is the principle of decomposition: to break aggregate values such as total household income into units that can be remembered and estimated by

Box 7.2 The importance of recollection periods

A total income survey in Nepal included a test of recollection periods. Households were asked about environmental incomes both within one month and within three months prior to the interview. The income estimated from one month recall is consistently higher than that from three months. As the table shows, the difference between one and three months’ recollection is quite high in the aggregate figures for direct forest income (unprocessed products), forest derived income (processed products) and environmental (non-forest) income. The results are in accordance with our expectations – that longer recall leads to lower income estimates because people forget their incomes. But the magnitude of the difference is perhaps surprising. Some of the difference may be because income from rare events is generalised to three months; this suggests that data collection instruments should use three-month recall periods for infrequently collected products and one-month recall for regularly collected products.

Table 7.1 Quarterly forest and environmental income figures elicited with different recall periods (Nepalese Rupees)

<table>
<thead>
<tr>
<th>Income type</th>
<th>Recall period*</th>
<th>Min</th>
<th>Max</th>
<th>Median</th>
<th>Mean</th>
<th>St.dev.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Direct Forest Income</td>
<td>1 month</td>
<td>30</td>
<td>327,720</td>
<td>3300</td>
<td>7152</td>
<td>18,877</td>
</tr>
<tr>
<td></td>
<td>3 months</td>
<td>18</td>
<td>112,060</td>
<td>2845</td>
<td>4808</td>
<td>8229</td>
</tr>
<tr>
<td>Forest Derived Income</td>
<td>1 month</td>
<td>15</td>
<td>790,500</td>
<td>1500</td>
<td>10,791</td>
<td>51,788</td>
</tr>
<tr>
<td></td>
<td>3 months</td>
<td>10</td>
<td>263,500</td>
<td>1000</td>
<td>4605</td>
<td>17,483</td>
</tr>
<tr>
<td>Environmental Income</td>
<td>1 month</td>
<td>15</td>
<td>36,165</td>
<td>675</td>
<td>1565</td>
<td>3198</td>
</tr>
<tr>
<td></td>
<td>3 months</td>
<td>5</td>
<td>37,500</td>
<td>300</td>
<td>846</td>
<td>2434</td>
</tr>
</tbody>
</table>

*Amounts from one-month’s recall were multiplied by three to yield quarterly estimates. Source: Calculation by Santosh Rayamajhi based on PEN data from Nepal.
Table 7.2 Example of table to record forest income

**Question:** What are the quantities and values of raw-material forest products the members of your household collected for both own use and sale over the past month?

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Source: PEN (2007)

**Note:** the four general codes used (plus one specific for this table to column 2). Also note the logical build up in order to calculate income.
respondents. Whereas a respondent is unlikely to know what the total income from agriculture was in the just-ended season, she may, if asked questions about the quantities of each crop harvested and the prices at which they were sold, be able to give quite accurate responses. Thus disaggregating income into prices and quantities is a first step in decomposing or disaggregating income. Other common ways of further disaggregation include asking questions separately by:

- Product, for example, crops for agricultural income.
- Land area, for example, plot for agricultural income, and forest area for forest income.
- Household member, for example, for wage income.
- Season, for all incomes that show seasonal variation.

When using disaggregation it is, of course, important to make sure that the disaggregated units add up, for example, that the right income definitions are used. Decomposition, however, risks violating the principle of construct validity of the income estimate through omissions or double-counting of income components. If the data are broken down to the needed detail, double-counting can be corrected for in the analysis phase. Still, the general recommendation is to make the questionnaire design reflect correct income definitions.

**Recall periods**

While we clearly recommend a product-by-product approach to obtain sector income, the question of seasonality is a major headache. Most studies seek to obtain an estimate of annual income. The preferred option is to do regular surveys over one year, as done in PEN with four quarterly income surveys. The recall period is short (three months or less), and seasonal variation is captured. But often researchers do not have the resources for repeated visits, and therefore end up doing one-shot surveys. The researcher then has three options:

1. Ask about income for the last 12 months (appropriately decomposed, for example, by product).
2. Ask about income for, say, the last month or last three months, and multiply to get the annual income.
3. Divide the year into a few (normally two or three) distinct seasons, and ask about income in each of these.

The strategy depends on the income type and the local context. In many countries there are two main agricultural seasons. In some countries there are three. A survey that tries to estimate annual agricultural income should have separate tables/sections for each season. In Tanzania, these would
correspond to the mvua (rainy) and kiangazi (dry) seasons. In rice-producing areas of Bangladesh, they would refer to the aman, aus and boro harvests. Similarly, collection of firewood can vary by season, thus it is relevant to decompose data collection into, for example, the rainy and the dry seasons. If repeated surveys are not possible (always the first best choice), we will – as a general rule – recommend option 3 of seasonally specific questions. Exceptions should be made for incomes that do not display much seasonal variation.

The PEN surveys had a recall period of one or three months for the quarterly income surveys (Chapter 1). Small and frequent activities, such as collection of firewood for household consumption, favour short recall. Infrequent activities – be they small, such as collection of mushrooms in the rainy season for own consumption, or large, such as purchases of land or livestock – require longer recall to be sure to capture the income. Unfortunately, the choice of recall periods can have significant impacts on the resulting income estimates. This is illustrated in Box 7.2 from an experimental study in Nepal.

The ‘+’ in the HAI+

Finally, the ‘+’ in the HAI+ denotes all other data needed to answer the specific research questions. Here we discuss just some of the data that might be relevant to collect. For example, in research on livelihoods it may also be of interest to gather data on consumption expenditures and/or household labour allocation. These types of data allow for interesting livelihood analyses, but collecting them is also notoriously time-consuming.

Like income, getting reliable consumption data requires very careful recording of all consumption items. This is particularly true if you want to use aggregate consumption as a measure of household welfare; collecting data on just a few consumption items will not provide the full picture. Moreover, the recall period should be short for consumption expenditures (a few weeks, and not years). But it will also depend on the frequency of purchases: for rice it can be the purchase last month, while for bicycles it should be last year. Some simple questions regarding consumption can be useful in order to check the validity of the income data. In case the enumerators suspect some income sources to be forgotten or under-reported, it can be revealed by simple calculations based on questions such as: ‘How often do you go to town to make purchases? How much on average do you have to spend?’ Depending on the answers, follow-up questions could be asked.

Household labour allocation data are useful for a number of purposes, for example, to calculate the return to labour in different activities the household engages in. But, it takes a lot of time to get reliable data (ask for each household
member, for a number of tasks, and have short recall periods). Also remember that household labour data are not needed to calculate household income.

Often one is interested in particular activities that the household members engaged in: a microcredit scheme, a forest user group, a women’s association or a marketing association. The questionnaire could then include questions related to membership, why they are (not) members, perceived and/or concrete benefits and costs of participation, how active they are in terms of time spent, and so on. Such information is often useful both to provide a general background and for more direct statistical analyses, for example, to explore differences between rich and poor households in their motivation for participating in a particular programme.

Collection of data on values and attitudes are often included in household surveys, making the issue of construct validity increasingly challenging. How does one, for example, ask about the level of transparency in the allocation of grazing rights to village common pastures? If possible, such data needs should therefore be met through other data collection methods (see Chapter 6). If eliciting values and opinions through a survey cannot be avoided, the Q-sort methodology provides a widely applied approach (Gray, 2009). A Q-sort approach to elicit values and opinions would ask respondents to rank-order a set of statements about a topic on the basis of their individual points of view. By this, respondents reveal their subjective viewpoint or personal profile (van Exel and de Graaf, 2005). Using the Q-sort methodology provides a structured approach to overcome issues regarding question form, wording and context that have been shown to affect answers dramatically, in particular when eliciting values and opinions (see Schuman and Presser (1996) for a treatment of these issues).

**Formulating the questions**

There is plenty of evidence that even very simple questions are answered incorrectly. For example, one study found that 10 per cent of respondents in a Philadelphia, US, survey gave different answers to the question, ‘What is your age in years?’ when re-surveyed a week later (Foddy, 1993). Given this, one must wonder about the validity of answers to more subtle or complex questions.

Answers to questions are affected by the question format. Foddy (1993) reports on a study in Australia that found that for a particular magazine, only 7 per cent of respondents said they bought it if asked using an open question (‘which magazines do you buy?’) while 38 per cent did so for a closed question (‘which of the following magazines do you buy?’). In the context of surveys,
writing the question so that enumerators can read them aloud directly is one way of increasing the likelihood that the same questions are posed similarly by different enumerators. It may also be necessary to specify allowed and sequenced lists of probes to avoid bias (see also Chapter 11).

In relation to more tangible issues, such as assets and incomes, the precision of the question becomes an issue in relation to wording, as reflected in the example in the introduction to this chapter. It is important to leave as little space for individual interpretation of the question as possible to minimize this source of (generally unwanted) variation.

**Characteristics of good questions**

Based on our experience, here are some of the characteristics of good questions.

- **KISS**: Rule number one is KISS: keep it sensibly simple.
- **Concrete and specific**: Be concrete, and avoid hypothetical questions. For behavioural studies, collect data on revealed choices rather than expressed preferences for hypothetical choices. For example, do not ask: ‘how would you respond to a food shortage?’ Instead, ask if the household has experienced a serious food shortage in the last three years and what was done in response to the shortage.
- **Short recall**: Questions should in general not require long-term, detailed memory. The rule should be, to reformulate Einstein: ‘Keep the recall period as short as possible, but not shorter.’
- **Local units**: Questions should be formulated to allow respondents to report measures in locally understood units (for example, in scotch carts, buckets, bags) rather than in unfamiliar metric units. A survey to standardize units can then be conducted later/concurrently to establish conversion factors for the local units into more standard measures if required to answer the research question.
- **Quantify answers**: If possible, answers should reveal quantities. Consider the question: ‘How often do you go fishing?’ A poor coding system would use categories such as: very often, often, sometimes, and so on. A better coding system is: more than once a week, 1–4 times per month, and so on. And, an even better formulation would be to ask ‘how many times per month do you go fishing?’ Even this formulation is not perfect for two reasons: First, be careful with the term ‘you’ if the meaning is ‘any member of the household’. Second, the fishing pattern may vary over the year. Thus, a good formulation taking all these factors into account would be: ‘How many times over the past 30 days did any member of your household go fishing?’ (Although this formulation does not factor in the variation in fishing
patterns over the year.) If recall is difficult, it may be necessary to help the respondent by asking about fishing during the last week followed by asking if this week was typical for the last month.

- **Define terms carefully:** Be careful with terms used. The question ‘how much agricultural land do you have?’ may or may not include land rented in/out, and may or may not include land that is currently not under cultivation (fallow land). Also, if asking the husband, he might only think of land that he is in charge of, and not land cultivated by the wife.

- **Avoid multipart questions:** Ask one question at the time, and avoid multipart questions. For example, do not ask: ‘Have you ever had or applied for a microcredit loan?’ It is better to first ask if they have had a loan, and – if no – ask if they have applied for and been rejected a loan.

- **Neutral formulations:** Many respondents will try to ‘please’ the enumerator and researchers, particularly if asking about preferences, perceptions or behaviour. Even a seemingly simple question such as ‘would you like to get a microcredit loan?’ may be interpreted as getting a loan being something positive. A better formulation might be (although it might be too hypothetical in some contexts): ‘If you today were offered a microcredit loan of x shillings, to be paid back over y years at an interest rate of z, would you accept the offer?’

### Non-factual questions

Questions related to preference, perception and behaviour typically have a different format than more factual questions, such as ‘how many bags of rice did you produce last harvesting season?’. Consider microcredit again – this time it is necessary to find out why some respondents do not have a microcredit loan. The question might be: ‘Why have you not had any microcredit loan?’ Three main classes of reasons can be expected: (a) there is no microcredit institution offering loan in the village (supply), (b) there are but the respondent is not interested (demand), or (c) microcredit loans exist, but the respondent is not informed about it (information). To find out which category a respondent belongs to, the first question can be if microcredit is available in the village. If the answer is affirmative the questions follows as to why the respondent does not have a loan. There are then several options for asking the questions, including:

1. **Open-ended, no coding of responses:** With open-ended questions one simply writes down the responses. Although these can be coded during data entry, they are often difficult to deal with when analysing data and in many cases end up being abandoned. Open-ended questions are better in village questionnaires, focus group or key informant interviews. They are also
useful during the initial exploratory stages of research, to learn about the area and prepare a systematic questionnaire (see also Chapter 5 – contextual information).

2. **Open-ended, responses coded**: An alternative is to ask an open-ended question, with a predefined set of possible answers that are not read to respondents (including ‘Other’).

3. **Closed-ended**: Ask the question and read out the different (pre-coded) alternatives for responses.

Respondents may have more than one reason for not having had a loan in the example above, and with options 2 and 3 for asking questions one of the following three formats for recording the response may be chosen:

1. Tick the responses that apply (no ranking).
2. Give a rank 1–3 (or 5) for each possible response, depending on importance (very important – important – not important).
3. Rank the responses in terms of importance from 1 to 3.

In PEN, we opted for asking open-ended questions, with responses coded and filled in during the interview (option 2). If the options are presented verbally, respondents tend to go for the last one (this is a common example of response-order effects; see Schuman and Presser (1996) for a thorough treatment). We also ranked the responses (maximum of three), that required a follow-up question, once the different reasons had been listed on their relative importance. This was done to get information on the importance of the different alternatives. A combination of question option 3 and recording option 1 (read all responses and tick) risks yielding too many responses and failing to grasp what really matters.

**Questionnaire layout**

The layout of the questionnaire is concerned with the presentation of the questions to the enumerators and, subsequently, respondents. Generally speaking, the main consideration in the design of the questionnaire layout is to minimize the risk of problems when the enumerators present the questions to the respondents.

Every questionnaire should have a fully spelled out introductory paragraph that introduces the research to the respondent and asks permission to actually conduct the survey interview. Such an introduction should have the following components (Rea and Parker, 1997):
The organization conducting the study should be presented. This is important to allow respondents to know who the enumerator represents and who asks the questions.

The objectives and goals of the survey should be stated. It may be useful to explicitly state how the objectives relate to the respondents to generate as much interest as possible on behalf of the respondents.

The basis of the sample selection should be made clear to allow the respondent to know how and why she was chosen for the research.

It must be assured to the respondent that her participation is valued and that all information surrendered will be treated with confidentiality.

An estimate of the duration of the interview should be stated.

Permission to conduct the interview should be asked before the enumerator can proceed to the actual research questions.

---

**Box 7.3 Some practical tips for questionnaire design**

- Many questions are better drafted into tables for ease of recording, coding and data entry (Table 7.2). This assumes that you have good enumerators, thus no detailed ‘word for word’ question formulations are needed for all questions.
- Assign an identification number to each household member to assure that each person gets a unique identification. This can be used in several sections of the questionnaire (for example, household composition, wage income and participation in savings groups).
- Pre-code as many responses as possible but leave room for other responses. Check and refine the codes during pretesting.
- Common codes can be included in a separate code list (for example, product codes) to save space.
- Leave enough space for enumerators to be able to take notes and provide explanations.
- Write key instructions for enumerators (and use, for example, italics to separate from text to be read out to the respondents).
- Spiral binding of (sets of) questionnaires helps in getting organized and avoiding loss of some questionnaires or questionnaire pages.
- Use major section codes for each section (for quick reference).
- Page numbers on each page of the questionnaire.
- Assign a unique code to each enumerator in case of problems later.
Furthermore, every questionnaire should have a section with process information, in other words, information concerning who did the interview, checking of interview data, coding, data entry and data entry checking, and when these were done. This is valuable information for tracking down systematic errors caused by human agency.

The ordering of the questions and sections is important for several reasons. Avoid putting off respondents by having too many boring start-up questions (Gray, 2009). Asking about the H-part, the family members, can often be a soft start, and shows an interest in family life. The most important sections should also be taken early. Sensitive questions (regarding assets, debt, illegal activities, and so on) should be kept at the end. Answers to earlier questions can affect answers to later questions. If you ask Danes to rate how ‘Danish’ potatoes are, they rate them as more Danish if you first asked them how Danish rice is. Earlier questions can either reinforce or work against the response given.

A few practical tips on questionnaire layout are given in Box 7.3.

Conclusions

Designing a good questionnaire is both a science (clear rules to follow) and an art (skills based on experience, see Box 7.4). There are some useful general rules and experiences to draw on regarding question sequencing and formulation, but nothing can replace pretesting (see Chapter 10) and critical review by fellow researchers.

The chapter has highlighted some of the issues to be aware of when designing the survey questionnaire and formulating questions. Overall data needs need to be decomposed into questions that can be posed to respondents, without compromising construct validity in the process. One of the largest threats to construct validity of research based on questionnaire surveys is incorrect ‘translation’ of research questions and hypotheses into questions that go into the questionnaire. Also, the process of decomposition often runs the risk that important data needs are not reflected in the final questionnaire or that unnecessary questions are added. Even with correct ‘translation’ of research questions and hypotheses into questionnaire questions, poor data quality may be the result of poorly formulated questions that respondents are unable to answer.

The wording of the questions that go into a questionnaire need to follow some overall guidelines: be concrete, specific, simple and use neutral formulations and carefully defined terms. Finally, overloading the questionnaire should be avoided as it comes with high costs and an added risk to data quality.
because of respondent fatigue. The process of questionnaire development often involves ‘shaving’ the questionnaire. The aim should be to bring the average interview time (not testing as it will take longer) down to a maximum of one hour.

**Box 7.4 Learning from the Living Standards Measurement Study**

The Living Standards Measurement Study (LSMS) was established by the World Bank in 1980, with an aim to increase the accuracy and policy relevance of household survey data collected in developing countries. The programme was designed to identify how policies could be designed to positively affect social outcomes in health, education and economic sectors, and so on. Since the first LSMS survey in 1985, it has been implemented in more than 30 countries with repetitions in many of these.

A typical LSMS survey gathers detailed information at household level regarding household composition and demographics, education, health, employment, migration, housing, consumption, agriculture, enterprises, income, savings and credit. Some of the information is collected at the level of the individual household member. In addition, the LSMS gathers information at the community level and also typically includes questionnaires focusing on local prices.

All the experience gained from the LSMS project is available through the LSMS Working Paper Series that can be found on the homepage of the World Bank. At the time of writing, there were 135 such reports. The three volumes by Grosh and Glewwe (2000) provide detailed guidance on the construction of multi-topic survey questionnaires and question formulation. Overall points from the LSMS project are:

- The starting point for designing modules and questionnaires of a multi-topic survey is a set of policy questions.
- When designing multi-topic surveys involvement of the right people in the process is a prerequisite for success.
- Designing a multi-topic survey involves a host of trade-offs.
- Collecting comprehensive household survey data in developing countries is feasible.
- Two main problems have been to measure (a) household income from agriculture and non-agricultural self-employment, and (b) savings and financial assets.
- Few LSMS surveys have collected data to examine environmental issues.

Source: Grosh and Glewwe (2000)
Key messages

- Ensure that research questions and hypotheses are translated into questions that can be meaningfully answered by respondents without losing construct validity.
- The wording of the questions that go into a questionnaire should be concrete, specific, simple and use neutral formulations and carefully defined terms.
- Use the principle of decomposition to collect data on household income (disaggregate by product, land area, household member and season).
- When checking the question formulation, try actively to misunderstand each question.

Notes

1 Maintenance of capital stock (or depreciations) should also be included, but this will have limited applicability for most households.
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Chapter 8

Valuing the Priceless: What Are Non-Marketed Products Worth?

Sven Wunder, Marty Luckert and Carsten Smith-Hall

The cynic knows the price of everything and the value of nothing.
Oscar Wilde (1893, Lady Windermere’s Fan, Act 3)

Introduction

Households in developing countries collect and use a wide range of environmental products, from foods and construction materials to medicines and composted manure. In many remote rural areas, the bulk of goods collected by households, rather than being sold, is destined for direct consumption (for example, subsistence consumption of game or construction poles) or used as inputs into domestic production processes (for example, fodder for livestock). In these cases, there is no explicit transaction price that we can use for valuing the quantities of goods consumed.

Still, we may want to value these non-marketed activities for several reasons. First, we could be interested in a measure of the welfare contribution that different types of natural resources provide to households, that is, to estimate environmental income. Second, these values may help us understand how and why households allocate their labour, land and capital across different income-generating activities. Third, values of natural resources can also be important for policy-makers. For instance, if policies promote forest clearing for agricultural expansion, how much forest-derived non-marketed income is lost in the process? Fourth, in poverty analysis we need to get a value estimate of overall household income and consumption.

Values are thus the basis of any analysis of households’ livelihoods. Counting physical quantities of products does not tell us much about their contribution to well-being. Instead, we seek to enumerate these resources in terms that provide
What is value?

Values may be thought of as measures of how much people want or like various goods and services. The concept of values arises from the belief that there exists a common expression of benefits to people that can be expressed and aggregated across numerous types of resources and individuals. As such, we may use these aggregated values as expressions of well-being of people who hold diverse livelihood portfolios.

The concept of values can encompass broad concepts of what people like. One distinction is between ‘held’ and ‘assigned’ values (Adamowicz et al, 1998). When we observe a market price, we are seeing an assigned value that is thought to be transient, changing with market conditions. Assigned values may be conditioned by held values that are more basic, more qualitative and based on morals and preferences that are thought to change more slowly, if at all. In the following, our exclusive interest will be in assigned values. However, the diversity of people’s underlying broader value systems should always be kept in mind. For instance, people may value certain forests, mountains or rivers for their cultural or religious purposes, and often (legitimately so) be unwilling to translate these values into monetary figures. The quantitative values we assign are thus bound to be incomplete measures of the multidimensional sources of human welfare.

The quantitative values we assign to resources depend on the alternative scenarios we imagine for them. For instance, my utilitarian value of an asset (say, a horse cart) represents the welfare loss I would experience without that asset, for example, having to carry things by hand instead. The production value reflects the inputs of labour and capital that were needed for making the cart. The sales value is the money I would receive by selling the cart in the market. The replacement value becomes relevant had I to substitute it for a similar asset, for example, a handcart instead of a horse cart.
Values are frequently exchanged in markets and expressed as prices that buyers pay to sellers. Sellers are thought to focus on costs of alternative forms of production, while buyers are thought to focus on benefits derived from alternative possible purchase combinations. The considerations of sellers and buyers come together in markets, which specify prices at which trades of goods and services occur. The higher the market price of a product, the more providers will be induced to sell it and the fewer buyers will demand it. Hence, prices change over time in response to changes in preferences of buyers and/or costs to sellers.

Although markets may frequently produce a single price for a given product, it is not reflective of the value of a good or service to all people. There is frequently great heterogeneity among individual sellers and buyers. Thus, many buyers ‘find good deals’ by buying products at prices that are less than the maximum that they would be willing to pay. The difference between the actual price paid and the maximum willingness to pay is referred to by economists as consumer’s surplus, and expresses incremental values that buyers receive from market transactions. Similarly, normally many producers sell their products for more than the minimum amount that they would be willing to accept. Such differences are referred to as producer’s surplus, and are taken as a measure of incremental benefits that sellers derive.

Prices arise in response to specific supply and demand conditions, which respond to their scarcity at the margin but will not necessarily mirror the innate usefulness of resources in absolute terms. For example, Box 8.1 indicates that low firewood prices do not mean that firewood is not valuable to households. Rather, low prices are a reflection of the abundance of firewood that reduces the costs of supply. If firewood was less abundant, we would expect to see higher prices.

Because the value of a product is so closely tied to its abundance, it is important to carefully consider the quantity of resources that are being valued. For example, if valuing the change in firewood consumption of an individual household, it may be reasonable to assume that the individual household is not largely affecting the abundance of firewood. Economists frequently take this ‘marginalist’ approach in that they value things based on the relative scarcity of goods and assets vis-à-vis small counterfactual changes. In such cases, economists may seem to ‘take nature for granted’, in other words, assign low values to natural resources that are abundantly available. In many cases, such as in Box 8.1, this approach may yield an accurate reflection of values. But if the true counterfactual is a large-scale, devastating deterioration of natural assets (such as climate change) then it becomes more difficult to estimate values marginally based on counterfactuals constructed from current conditions. For
example, Costanza et al (1997) attempted to put values on entire global ecosystem functions, assuming these would have to be fully lost or replaced. While these estimates might portray nature’s worth in high-level policy arenas, the estimates are difficult to defend because counterfactuals are not clearly defined.

**Box 8.1 Bringing Adam Smith to the field**

When Adam Smith published his famous *The Wealth of Nations* in 1776, he used the so-called ‘water-diamond paradox’ to didactically illustrate the power of marginality in determining economic value. Water is essential for all life on Earth, yet since it is usually in abundant supply, it normally cannot be sold – at least, at the time of his writing. In turn, diamonds are a luxury commodity of limited direct use value – life could easily go on without them – yet they are highly priced for being scarce. Supply and demand thus determine exchange values, sometimes in contradiction to the logic of use values.

About 230 years later, Manyewe Mutamba conducted a village interview in Mufulira District in the Zambian Copper Belt, asking villagers which forest product was the most important to them. But, ‘most important’, for what: food, shelter or cash? Economists typically rank between ‘apples and oranges’ by assigning prices to different commodities, but in this case, most products were for subsistence use only. There was no intuitive reductionist yardstick. He thus asked people: ‘Which one would be the product that it would be most difficult for you to lose?’ Surely that clever hypothetical question would force them to prioritize! After some internal discussion, the group consensus was: ‘Firewood.’ Why? Because without firewood, it would be impossible to cook – and that would clearly be a major disaster.

For an economist, this was a surprising response: a forest walk revealed that wood resources remained extremely abundant. Since there was no shortage of firewood, it would also not have any mentionable exchange price and thus be of little economic value. Moreover, any intervention producing marginal changes in firewood availability would also have negligible influence on peoples’ livelihoods. So, why bother about firewood?

The seemingly perplexing answer was fully explained by the nature of the question. We had not asked people about what commodity they would be most worried to lose at the margin, but in totality. We had asked them about which product had the highest use value, not exchange value. The scenario we implicitly had given to them – the prospect of losing all access to firewood – was a counterfactual completely outside of their local reality, without relevance in any foreseeable future. Firewood to them was what water was to Adam Smith.
Prices are not only employed as measures for individual households’ welfare. We also frequently use prices as indicators to optimize welfare and resource allocation at higher aggregation levels, such as villages, districts or nations. For instance, if a district government was to decide whether to establish an agro-industrial project, it should evaluate the costs and benefits by also looking at local prices. This would refer to the prices of the incremental agricultural products that will be produced, but perhaps also of currently extracted forest products, which may partially be lost if the project implied conversion of forest to cropland. In this type of cases, prices generally most accurately reflect social values when:

- markets are competitive (in other words, there are sufficient buyers and sellers so that neither can individually influence prices);
- there are no ‘market failures’ with external side effects of production and consumption activities on third parties (or, alternatively, such failures are being corrected for in separate markets, for example, for environmental services); and
- markets create distributions of income that are in line with social desires to promote equity.

But markets may fail on any or all of these counts. For example, only a few dominating wholesale intermediaries might offer artificially low prices when buying in rural markets, and secure artificially high prices when reselling in urban centres. Production costs of gold panning may factor in costs of back-breaking labour necessary to find nuggets, but neglect environmental costs of streamside erosion from mining practices. In harvesting firewood at low prices, households may fail to leave woodlands for future generations. Despite concerns in this regard, they may fear that individual restraint would make no difference because other households would take over their share of an open-access resource (in other words, property rights matter).

Finally, markets may create inequities among village members that are unacceptable to people’s concepts of justice. All of these scenarios create situations where prices fail to accurately reflect social values and where the analyst needs to make adjustments. The issue of how to do social valuation and cost–benefit analysis, however, goes beyond our purposes here; for a description of these issues with an environmental angle, see Hanley and Barbier (2009).

**Rural livelihoods and prices**

People living in developed economies typically produce products and services they sell for a living and for their monetary receipts (salaries, profits and transfer
incomes), they buy their necessities: production and consumption decisions are clearly separated. They can also normally buy and resell (or vice versa) the same product – for example, a used car – at a reasonable price margin: the loss from reverting most trades is manageable. Typically people have access to credit markets to generate some liquidity when needed, at reasonable costs. And through insurances they can safeguard themselves against major risks.

All of these circumstances can be quite different in rural areas in developing countries, where market imperfections tend to be much more pronounced. Often there are no insurance mechanisms, and credit is perhaps only available at usury interest rates. People typically produce some goods just for sale, some for subsistence use and many mixed for both purposes, such as selling in the market the surplus of staple food production, once basic household needs have been met. However, margins between buying and selling prices tend to be much larger: middleman profits can be high and risks of price fluctuations can be high if markets are thin (in other words, low trading volumes make prices jump frequently) or seasonal (for example, before and after peak harvests). Most of all, the transport costs of getting commodities to and from the market can be very high. This means that rural producers in developing countries may face relatively wide price bands between selling and buying prices of a product (Sadoulet and de Janvry, 1995).

What does that mean for our valuation and pricing problem? Let us have a look at an example. Let us say that, as a farmer at a tropical forest margin, I am producing maize. The market price in the nearest town is 20 shillings per sack, but the high transport costs on a dirt road, and the intermediary profits taken by a single transporter monopolizing the trade, sum up to 7 shillings, each transport way. Hence, in the village, the selling price I am being offered by the middleman is just 13 shillings. In case I occasionally needed to buy maize, the buying price of maize is 27 shillings. This leaves an external margin, or a price band, of $7 + 7 = 14$ shillings. In this price band, going from the price levels of 13 to 27 shillings, trading is not favourable to me – unless when I am occasionally trading maize with my neighbours within the village, with much less transaction costs and on more equal terms. The price I would be willing to sell maize for is 15 shillings, which is also called my ‘shadow price’ – in other words, an invisible price where economically things would break even for me, making neither losses nor gains. So, if hypothetically I could access the urban market at no transaction cost, I could sell maize at a competitive price of 20 shillings and make 5 shillings of profit per sack. But due to the elevated transport and commercialization costs, I can only sell at 13 shillings, and would thus actually lose 2 shillings.

Let us now say that I could make my maize production more efficient, and produce at 10 shillings instead of 15 shillings per bag. That would allow me to
make 3 shillings of profit by selling to the middleman (13 minus 10 shillings). However, there might still be reasons for me to hesitate with this deal. If my production is just a bit higher than my household consumption, the next harvest in the village could be a bad one, so that I would have to buy maize from outside to feed my family. If the buying price is a prohibitive 27 shillings, that implies a huge risk – especially if I cannot get access to credit or insurance. It might thus be better for me to hedge against future risks by saving the extra sacks of maize for a rainy day – unless they would likely perish during storage.

The large non-traded price band here makes it unattractive for me to participate in the maize market. If my neighbours are in a situation with similarly ranged shadow prices, the potentially tradable product, maize, would thus in our village become a de facto non-traded good, due to the high transaction costs involved in trading. Note that my price band problem could be even worse for more bulky products such as construction poles or firewood, because the transport costs here make up a higher portion of the final market value than for maize, or for perishable products such as fruits or vegetables, where a larger share of the products may become physically lost or damaged during the transport and commercialization process.

Along comes now to the village a young PhD student who wants to measure my household’s welfare, and how much value different livelihood components contribute to it. We are discussing what price to value my maize production with: clearly both the intermediary’s selling and buying prices would be inadequate, as would in this case also be the intermediate urban market price. The value we are looking for is my household’s shadow price, which is jointly determined by my production costs and preferences for own consumption of the product in question. But that price is not stated anywhere, and my own gut feeling about its size might not be precise enough. What options exist for the young researcher to get a good price proxy? The next section outlines some hands-on ideas.

**What valuation methods to use?**

The choice of valuation method should generally be tailored to the specific characteristics, including the objectives of the study, the presumed importance of different types of goods and services, and the local information that is available. Our focus here is on the private benefits enjoyed by households, for subsistence and sale. Other environmental benefits include ecosystem services (for example, protection of watersheds, biodiversity, carbon stocks and recreational values) that can be valued through a series of methods (for example, hedonic pricing, travel costs, defensive expenditures and replacement costs,
production function approaches), which will not be treated here; see IIED (2003) for a general description of forest-benefit valuation techniques in developing countries. For quantifying household benefits in particular, we recommend the following six methods:

**Local-level prices**

Whenever available, using local prices is the first choice. These prices can come from within-village transactions or farm-gate/forest stumpage prices, and are extrapolated as general value indicators even to people who consumed but did not trade the product. Using the example from the previous section, if there is informal trade of maize between households within the village, the price used in these transactions might be a good proxy for valuing maize, in the absence of any external trades. It may be necessary to use focus groups and/or small market surveys to obtain the desired information.

*Discussion:* The big advantage here is that there exists a local price revealed by a real-world transaction. However, care is needed with this method when the underlying markets or transactions are extremely thin and unrepresentative. For instance, say maize is only being traded seasonally right before the harvest, when scarcity is at its peak and prices are thus very high. Or let us assume that bushmeat is consumed by everybody in the village, but it is only being bought by the wealthiest households, who engage in more rewarding activities that do not leave them enough time to go on long hunting trips and they thus likely have a larger willingness to pay for bushmeat than other people in the village. Both of these features would make reported prices too high for extrapolating to the desired value of common consumption over the entire year and population.

On the other hand, when I am buying maize from my neighbour, he might charge me a lower-than-normal amount, because he wants me to help him in the construction of his new stable: there is an expectation of a return favour embedded in the low price, which thus also constitutes an investment in social networks (Rao, 2001). Similarly, the farm-gate price that forest extractors of rubber or Brazil nuts receive from an intermediary trader is often low, because the trader has provided credit in advance to the extractors. In both of the latter cases, the local price would underestimate values, because it is invisibly bundled with other benefits.

**Barter values**

A non-traded commodity may locally be bartered for a marketed commodity. For instance, assume mushrooms are not traded, but occasionally exchanged between households for rice, which is usually a highly traded staple. Hence, rice
can serve as our *numeraire*: a common value measure that through triangulation implicitly sets a price for mushrooms: if 1kg of rice is commonly exchanged for one bag of mushrooms collected in the forest, and the former costs 20 shillings, then this price is also valid for the latter non-traded product.

**Discussion**: Barter values are as good as direct trade in reflecting de facto values, and as such an attractive measure – if one can find them. Barters may in many economic contexts have ceased to exist, giving way to cash transactions. Barters may perhaps even more than cash transactions be influenced by the aforementioned ‘return favours’ from social relations that are embedded into inter-household transactions, thus underestimating values. If variation between the implicit prices contained in different bartering deals is high, we should be suspicious (see also data checking in next section). We could also use *hypothetical* barters to elicit a proxy for a market price (‘how much rice would you be willing to accept for your mushrooms?’). This is a contingent valuation approach (see next point), just with a non-cash *numeraire* being used.

**Contingent valuation**

In the absence of any monetary or barter transactions whatsoever, one can ask respondents directly about their hypothetical maximum willingness to pay (WTP) or minimum willingness to accept (WTA) for a non-traded item. The choice between WTA and WTP should be determined by the most likely counterfactual – in other words, whether an item is locally most likely to be bought or sold – but normally WTP is more reliable. Contingent valuation is a common and consolidated stated preference method in environmental economics, which has enjoyed increasing popularity, especially for valuing public goods (Mitchell and Carson, 1989; Hanley and Barbier, 2009). One case study in Ethiopia used contingent valuation (WTP) to elicit the benefits perceived by villagers from a community forestry programme – both for public and for private non-marketed benefits (Mekonnen, 2000).

**Discussion**: While contingent methods have become fairly standard in developed countries, in developing-country settings, more so in rural areas, respondents may culturally have much greater difficulties answering contingent questions that attempt to put monetary values on non-traded items (Whittington, 1998). Alternatively, they may answer strategically, in other words, understating or overstating values they suspect might influence posterior interventions by donors or lawmakers (see also Chapters 10 and 11). A second critique of contingent methods is more fundamental: it measures preferences of the individual being questioned, which, unlike in a marketplace, includes not only a (hypothetical) market price, but also the individual’s consumer surplus – in other words, what we called above the ‘bargain hunting’ of
obtaining goods cheaper than the utility derived from them. This means that
large differences between individual WTPs may occur, which as a proxy of
aggregate market values lead to an overestimation of values.

How can contingent methods be used in rural household surveys? If
valuation of a single received benefit (for example, a public good) or, conversely,
the opportunity cost of giving up one (for example, those from avoided
deforestation) is the primary focus of the research, then great care is needed in
formulating the hypothetical questions in accordance with the theory of, and
accumulated experience with, contingent analysis. Even so, in remote rural
regions, one should expect only mixed chances of success with this method. If
the purpose is more pragmatic, such as to receive value range estimates for non-
traded subsistence products, the task might be easier. In the Poverty
Environment Network (PEN) project, several scholars used the hypothetical
WTP in focus groups to collectively value certain subsistence products, thus
obtaining a consensus estimate. This collective consolidation could also help in
reducing the aforementioned consumer surplus bias in individual WTP
estimates.

Substitute goods values

Marketable close substitute goods might help providing useful value
approximations. These can be either similar goods (for example, using a
marketable timber species for a non-marketed one) or an alternative good (for
example, a pharmaceutical product instead of medicinal plants). As for the
second type, locally non-traded firewood is often being valued by comparing its
energy content with commercial local close substitutes, such as gas, kerosene or
soft coke – the latter being used, for example, by Chopra (1993) in an effort to
value Indian tropical deciduous forests. Similarly, Adger et al (1995) and
Gunatilake et al (1993) use substitute pricing for obtaining non-timber forest
product (NTFP) values for building materials, medicines, firewood and fruits in
a national forest valuation for Mexico and valuation of local uses of a national
park in Sri Lanka, respectively.

Discussion: The substitute method may adequately value quintessential use
values by their substitutive counterfactual. But often products are less close
substitutes than they appear at first sight. For instance, rural households in the
Andes often use firewood as an inferior energy source, for example, for
prolonged cooking, and more expensive kerosene or gas for light and quick
heating needs, for example, boiling water (Wunder, 1996). Often local people
have no economic means whatsoever to obtain the expensive industrial or urban
substitutes that the valuation studies suggest. The alternatives that people
de facto turn to in cases when natural resources run dry are often far from these
‘luxury’ suggestions. For instance, lacking local firewood supply may lead to the burning of dung, to steeply increasing firewood collection times from remoter sources and to an overall lowering of energy consumption – rather than a switch to gas, kerosene or soft coke. Another classical mistake is when locally non-marketed medicinal plants are being valued by the price of pharmaceutical substitutes, which are so expensive that poor rural households would never be able to buy it – thus applying an inadequate counterfactual for valuation. Care is thus necessary when using the commercial value of modern substitutes, because potentially gross over-valuations of natural values can occur, which lead to unrealistic results regarding the importance of extractive activities and about the economic values that forests and wildlands generate.

**Embedded time and other inputs**

Imagine firewood in a forest-near village is highly abundant, and thus fetches a zero ‘resource rent’ (in other words, an open-access raw product in its natural setting). No development scenario would realistically alter its supply (see Box 8.1). However, the value of already collected firewood is never zero: the labour time used for collection sets a minimum value for its ‘kitchen-gate’ value. For instance, Chopra (1993) in his valuation of Indian deciduous forests used embedded labour collection time in part to value firewood and other NTFPs. If processing the firewood on a larger scale, for example, for making charcoal, required a chainsaw, then beyond the operator’s labour time, more capital costs and the cost of gasoline would also be embedded in the output value.

Households typically distribute their labour and other inputs in ways that equals marginal returns from different activities – or at least does not fall under a certain minimum. Locally paid wages (in other words, not the national minimum wage!) could serve as ‘shadow values of labour’, which we can use to price the firewood collection time. Other inputs, typically of raw materials or capital, can also be computed and added to the minimum price. In fact, household economic models can, based on information about physical production inputs used and returns from other activities, help computing implicit output prices. This production function approach to output pricing can at least serve to double-check the validity of other pricing methods – see the Campbell et al. (2002) case study for Chivi district in Zimbabwe.

**Discussion:** Labour time and embedded input valuation is key to understanding rural livelihoods, but labour is also challenging to measure robustly: rural people tend to multi task (for example, collect firewood when returning from agricultural field), shadow costs differ across labour types (for example, between skilled and unskilled men, women and children) and seasons (for example, harvesting versus between-harvest seasons). In the PEN project, a
strategic decision was made to not measure labour inputs, since it was thought that measurement efforts would be too resource-demanding. This generally precluded PEN researchers from using this valuation method. Finally, this conservative method with zero ‘resource rents’ assumes extreme abundance of natural products. As explained above, we are looking for the household’s ‘shadow price’, which embeds both production costs and the utility of auto-consumption. What we implicitly assume with this method is that the shadow price is exclusively determined on the production side, so that the household demand side provides no value increment. In practice, this method thus often provides a lower value boundary, and is especially suited for inferior-type products.

**Distant markets prices**

Arguably the most common valuation error is to directly use urban-level market prices and multiply them by in-village production quantities to determine village-level subsistence values. This practice ignores that urban market prices include transport and marketing costs, whereas village-level value added may be only a fraction (see previous section). Moreover, distant market prices typically reflect purchasing power and levels of demand that are not present at local village levels. Even for a strictly speaking ‘local’ market, the valuation can become imprecise if it was to cover a variety of sub-sites with differences in resource availability and transport costs. Especially for bulky products such as firewood, charcoal, poles or fibres, errors in market location leads to glaring over-valuation errors.

Knowing the value chain, transport costs and margins of the product in other villages and close-by markets, one might possibly make corrections of the distant market price to arrive at a pseudo local price. These can also be estimated through surveys of value chain actors. In other words, if we find from 3–4 of these market studies that firewood tends to increase 0.10 shilling and charcoal 0.05 shilling per 50 km of transport distance to the market, then we can use these value increments in reverse: deducting market value added, what would have been the farm-gate value in our village?

**Discussion:** This method can make a useful complement only when product commercialization is a realistic counterfactual to direct use. It is also an applicable method of last resort when one has to validate uncorrected remote market information employed in an inadequate way; it is currently also being used for that purpose in the PEN project.

But distant market pricing would not be applicable when villages are extremely remote: transport costs would then come to exceed resource values, thus leading to negative imputed farm-gate prices. This would explain in
economic terms why non-traded price bands are wide, and why product commercialization from our village of interest was not realistic in the first place.

Although we have described several methods individually, none may fully do the trick of delivering the exact desired value. Conversely, it is also seldom that a product can be simultaneously valued by all six methods; often by default only some methods are feasible. Combining these feasible methods for cross-checks and balances can thus lead to much more consolidated estimates, using both economic theory and common sense. The analyst should also not hesitate to make corrections and computations, as long as the assumptions are presented to the public in a transparent way. Valuing subsistence uses thus also requires viewing resources from comparative angles, and using economic common sense in making adequate choices (see also Box 8.2).

**Box 8.2 Can all non-marketed forest products be valued?**

Any comprehensive environmental income study in rural settings in developing countries is likely to come up with a long list of products used for a large number of purposes. Though it may be possible to accurately value many of these products, there may also be many pitfalls (for example, Adamowicz et al, 1998, Sheil and Wunder, 2002). Therefore, it may be necessary to try different techniques. As illustrated in this book, valuation may require careful planning, thorough data collection, continuous data quality control and opportunities to return to field sites to check suspicious data. And it may be necessary to pay particular attention to products that are of importance to most households’ subsistence production, such as firewood, to ensure accurate value estimates for such products.

For some products, such as grasses and herbage consumed by grazing livestock, it may not be possible to directly obtain own-reported values. This is a challenge when one is working in an area where such products constitute an important component in household livelihoods, for example, in mixed agricultural systems reliant on grasslands for providing feeds to large livestock.

For such products, one may be able to generate value estimates by combining own data with data from the literature.

There are also products that are impossible to value quantitatively. These may include sacred goods (Adamowicz et al, 1998), such as wooden religious artefacts, which people are unwilling to substitute, or in some settings the value of water consumption (Cavendish, 2002). Studies based on the PEN prototype questionnaire (PEN, 2007) generally do not record sacred goods or water consumption.
Checking data

The first three methods in the previous section rely directly on household’s ‘own-reported’ values. The last three methods are estimates, in the sense that the outside analyst makes key assumptions regarding the applicability of imputed values. But there are many potential pitfalls, for example, when households feel obliged to provide answers to our contingent valuation questions even though they personally find it almost impossible. So, we need to check data quality: can we trust households’ own-reported and our own analytically imputed values to provide valid and reliable measures? See also Chapter 12 for a general treatment of data checking.

A first step is to calculate basic distributional statistics (minimum, maximum, mode, median, mean, standard deviation) for unit values at product level (Cavendish, 2002). If households have provided us with valid data, we would generally expect:

- **Low dispersion in unit values**: For products with stable prices, we would expect standard deviation lower than the mean; and similar mean, mode and median values. The value band – in other words, the range within which values are estimated (determined by estimated minimum and maximum values) – should not be too wide, empirical evidence suggests that the value band for products with aggregated unit values with acceptable properties, is typically three to six times the standard deviation (Olsen, 2005; Rayamajhi and Olsen, 2008; Uberhuaga and Olsen, 2008). Products subject to fluctuating prices, for example, products with large seasonal price differences, such as pre- and post-harvest or heterogeneous products, will exhibit higher variation in unit values (see above for sources of price variation).

- **Homogenous standardized unit values**: Product values per SI unit (International System of Units, in other words, the modern metric system of measurement, including kilograms) should be similar across local units of measurement. Therefore it is useful to establish the relationship between local and SI units during fieldwork. Many conversion rates between local and SI units are product-specific (for example, how many kilograms of a particular fruit in a standard-sized basket?). Often many environmental products are used simultaneously, with various local measurement units. There may be much seasonal variation in product availability, and in some cases only few observations. Hence, conversion of local into SI units (which is needed if the physical quantities have to be compared across cases) is demanding, and should be explicitly planned for and continuously undertaken alongside value-data collection in the field.
• **Logical value ranking and correlations:** The value of processed products should be higher than for unprocessed materials (for example, charcoal will be more valuable than firewood), and similar products should have similar values (for example, different types of leaves used for the same purpose).

The few published studies using the above checking approach (Cavendish, 2002; Rayamajhi and Olsen, 2008; Uberhuaga and Olsen, 2008) showed unbiased own-reported values with satisfactory properties, which could hence serve for aggregation into product-level price estimates. Data checking can also include some aggregate common sense considerations. However, some valuation problems are commonly encountered:

• **Product size:** A particular product can exhibit variation for natural reasons, for example, species of mammals, fish or bamboo vary naturally in size. This can be dealt with through using more finely graded product categories – for example, registration of bamboo species – or by recording individual product details – for example, species and weight of hunted mammals.

• **Product quality:** Some product characteristics may not surface in interviews, for example, firewood may be wet or dry, or species composition may vary across loads. Again, this can be overcome by using more finely graded product categories.

• **Spatial and temporal variability:** In large study areas, own-reported values may vary due to differences in, for instance, transport costs and resource access. Some product values may also exhibit marked seasonality, for example, firewood may be valued higher in the winter, or fruits may be of low value in peak harvesting season. Keeping records at individual village level and collecting data across all main seasons should allow for analysis of such issues.

• **Few observations:** Many products may be encountered only once or a few times during a survey period. Data checking is hard for these products, but usually their share in total household income also remains low. In isolated hunter-gatherer communities where households collect a large number of products rarely, ignoring products with few observations may lead to underestimation of forest income. Additional information on such products can be collected through focus group discussions.

A systematic bias in the own-reported value data is problematic, as this would result in price data that do not reflect the true assigned value of products. The reason might be strategic responses on behalf of the surveyed population, such as wanting to appear poorer or underplaying the economic importance of illegally harvested products. Systematic bias should preferably be limited during
fieldwork, for example, through clearly stating purposes of research and establishing good relationships to respondents (see Chapters 10 and 11). In general, checking data should already be done in the field, not at data entry stages. This allows the immediate cross-checking of suspicious estimates with households and informants.

**Conclusions**

In developed economies, non-market valuation is basically limited to the field of externalities and public goods. However, in developing countries, especially in rural areas, many products consumed at the local level do not enter the marketplace, or only do so partially. This is due to a number of structural obstacles and imperfections in output, factor, credit and insurance markets.

Valuing non-marketed products in rural tropical livelihoods is thus important in order to get a holistic view of household welfare and understanding the day-to-day decisions households make. Economic values reflect local scarcity and scenarios for the alternative use of resources at the margin of currently observed patterns. These do not necessarily integrate all the broader welfare considerations we as human beings are concerned with. But they provide good guidelines for how to optimize resource use at the margin of larger societal trends.

As economic analysts, we will necessarily want to ‘compare apples with oranges’, in other words, obtain a reductionist common monetary yardstick for ranking physical quantities that viewed in isolation would say little about household welfare outcomes. Failing to do so may misguide policy and project interventions, by ignoring the hidden harvest from multiple subsistence-oriented resource-extractive activities (Campbell and Luckert, 2002).

Determining these economic values, however, is not always easy; people’s preferences, production functions and decision-making parameters cannot be read in an open book. Valuation normally requires some economic reasoning, an eclectic approach, a good portion of common sense and also some pragmatism. In the above sections, we described six different specific methods with their respective pros and cons, and how they could be creatively combined so as to cross-check value estimates from different angles and perspectives. Some of these rely on self-reported household values; others are analytical estimates. Under scenarios of imperfect information, setting upper and lower boundaries by triangulating different subsistence valuation methods may be the most promising approach. The relevance of methods may vary substantially across the subsistence products in question. There are often also strong spatial dimensions to natural resource values: implicit prices for one product may differ substantially between the forest, farm-gate and urban marketing levels.
Moreover, checking the value data’s statistical and other properties can also provide important insights into the validity of findings. A careful product-level empirical analysis can reveal errors. But data checking should also include some aggregate common sense considerations. If we visibly perceive that villagers spend two thirds of their time on an activity we have valued at 10 per cent of all household income, we know that we have probably come to make an undervaluation somewhere. Or if half of the resulting household incomes in a village, for instance, proves to be concentrated in the subsistence use of wood fuels, we know that an error must have occurred, since the nature of human needs and composition of household spending elsewhere in the world would not justify such a concentration in household consumption. We have probably then chosen a wrong valuation method for firewood and should go back to have a second look. In other words, valuation is probably best conceived as an iterative procedure, where a process of trial and error will lead the analyst to reasonable estimates.

**Key messages**

- In rural areas of developing countries, especially remote settings with limited market access, the extent of non-marketed production can be substantial. Assigning inadequate values to these products can lead to major misunderstandings about local welfare and resource-use dynamics.
- We presented a prioritized list of six different methods to value subsistence goods, drawing on either household self-reported data or externally derived economic estimations. This list should be used eclectically, according to the specific case in question.
- For arriving at adequate value estimates, we recommend a thorough empirical check on household-reported value data, and the use of different subsistence methods and economic common sense to cross-check the results.
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Chapter 9

Preparing for the Field: Managing AND Enjoying Fieldwork

Pamela Jagger, Amy Duchelle, Sugato Dutt and Miriam Wyman

Experience is one thing you can’t get for nothing.
Oscar Wilde (1854–1900)

Introduction

Embarking on fieldwork is for some the most exciting and challenging part of the research process. How fieldwork is organized, and how researchers and their teams present and conduct themselves, can have a significant impact on data quality and research team members’ well-being, happiness and health. Before embarking on fieldwork, considerable preparations should be in place: collection of good background information (Chapter 5); the sampling strategy (Chapter 4); hiring a research team (Chapter 10); and designing and pre-testing questionnaires should be completed (Chapters 6, 7 and 10). Now the time has come to start collecting data. The purpose of this chapter is to discuss practical issues that will help researchers cope with and enjoy fieldwork. This includes suggestions for strategies that can help with navigating challenging political and cultural situations and practical advice on doing fieldwork. Figuring out where to live, what to eat and drink, and how to stay healthy and safe are critical aspects of a productive and positive field experience.

Context matters! The importance of political and cultural context

Rushing to get to the field is a mistake many researchers make. Before setting foot in the village, there is a considerable amount of research and administrative
legwork to be done. In addition to finalizing research instruments, hiring and training a research team, pre-testing data collection instruments and selecting study sites, researchers need to learn about the political and cultural context of the study area. First impressions can make a very big difference to success in the field, and preparing carefully before starting fieldwork will have a positive influence on the integrity and quality of the data collected.

Political context

We emphasize three political issues that need attention: (a) understanding formal and informal hierarchies and approval processes; (b) acknowledging the special case of natural resources and issues linked to resource access and use; and (c) knowing the political and economic history of the area (Magolda, 2000; Gubrium and Holstein, 2001; Ergun and Erdemir, 2010).

Understanding formal and informal hierarchies and approval processes

In most countries there are both informal and formal hierarchies and procedures that researchers are advised to observe. Most countries have a research approval process that requires researchers to obtain research permits from a national-level entity prior to undertaking research of any kind. In addition, there might be procedures for obtaining permission to go into the field (for example, getting written permission from the district-level police or military authority in the area). These processes can be very bureaucratic and complex and take several months; leave sufficient time for obtaining approvals before heading to the field. It can be tremendously helpful to have a local collaborator who is familiar with the approval process and who will vouch for your credibility. In many countries, having a local sponsor for your research is required.

Once formal research approval at the national level has been obtained, directly inform people who should be made aware of the research project and fieldwork plans including: provincial or district officials; military outposts; non-governmental organizations (NGOs) undertaking activities related to your research; collaborators and colleagues at academic or national research institutions; natural resource management authorities, and so on. This is beneficial for two reasons. First, important resources or key informants may be uncovered (for example, someone who has digitized village boundaries or a key informant who has moderated disputes over forest resources). Second, making sure that people are aware of the research team’s presence and movements in the field should contribute to its relative success and safety. There may be several levels of informal and formal hierarchies to work through before going to the villages where you will conduct your study. For example, in countries with decentralized governance systems, it may be important to make research
objectives known to multiple levels of government officials. Having a letter of introduction that briefly describes the research team leader, the research project and objectives, the research team and the specific areas in which research will take place is a good idea. Letters written by respected in-country collaborators or institutional partners are particularly helpful. Put the letter on official letterhead, leave a space in the salutation line so it can be personalized and make sure to print sufficient copies.

Acknowledging the special case of natural resources and issues linked to resource access and use

Natural resource management is fraught with political complexities including: land redistribution; contested land and forest tenure; unclear or overlapping property rights systems; and conflicts between local resource users and outsiders and/or forestry and other officials. For example, in Bangladesh, land tenure is contested, making questions regarding property rights potentially difficult to broach with communities and households (Box 9.1). It is critical to have knowledge of the study area context, in particular knowledge of conflicts. Erroneous assumptions about access, use, management, distribution, and so on, of natural resources and products can compromise the research team’s credibility in the field. Grey literature produced by government agencies, donors and NGOs is often a valuable source of information. Interviewing a diversity of key informants prior to arriving in the field is an important source of knowledge – try to identify a sample of key informants that will provide a diverse set of views, and who are likely to identify issues that might not be highlighted in government, donor or NGO reports. Talking to researchers that have previously worked in the area can also be a useful source of information.

Collecting data regarding illegal activities and navigating relationships between forestry or environment officials and communities are significant challenges associated with collecting valid and reliable data on forest and environmental incomes. Ensuring confidentiality is a critical aspect of successfully collecting complete information. Many forest and environmental goods are harvested illegally, making respondents nervous about revealing if, what and how much were harvested. While in the field, emphasize the aggregation of data to respondents and officials at all levels (from village leaders to district chairmen), respondents should be confident that reported data will never be used to draw attention to particular activities undertaken in their household. A basic understanding of the politics and economics of high value resource extraction beyond the village boundaries is also useful: local officials, high-level politicians, military officials, and so on, might be involved in both legal and illegal extractive activities.
Local perceptions of research team interactions with officials and organizations influence the quality of collected data. Asking local natural resource management officials to introduce the research to village leaders and community members means that the research may automatically be associated with the introducing organization or personnel. Any resentment or hostility against the organization or person could then be directed towards the research.

**Box 9.1** Politics surrounding land tenure: Forest officials and their relationship with communities

Ajijur Rahman

Understanding local dynamics of land tenure and community relations with forest officials are examples of understanding the political context of your field site. Most land in the uplands of eastern Bangladesh is owned by the state – although people use state land for their subsistence needs, they do not have any permanent or long-term rights to the land. This lack of tenure security promotes the practice of shifting cultivation, which is the main driver of deforestation in the area. Weak tenure security also limits access to formal credit, as small farmers cannot supply required collateral, forcing poor farmers to get loans from local moneylenders at high interest rates. This means less investment in good land management practices. This tense situation requires that researchers need to establish good relations with local communities before asking about sensitive tenure issues.

Understanding relations between small farmers and official authorities is also important. In Bangladesh, the Chittagong Hill Tracts Forest Transit Rules (1973) and subsequent administrative orders regulate the harvesting and marketing of timber and other forest products available from private growers. The rules require people to get written permission from government offices before harvesting and transporting forest products, especially marketed timber. As such permits are not issued to small farmers, tree growers are compelled to sell timber to local traders at low prices, discouraging private tree growing. In addition, forestry officials are located in sub-district headquarters, far from the farmer, and have limited understanding of rural livelihoods and constraints. Understanding these relationships is important for the researcher working in this study area: the local forest officer, often among the first people consulted to learn about forest management in the region, is not likely to provide an accurate picture of obstacles to obtaining forest income. Further, if researchers are perceived to be too closely allied with forest officials, if introduced in villages by these officials, local trust may be compromised.
Households may not want to share information for fear that it will pass to the organization (for example, regarding illegal harvesting activities). If someone to make introductions to village leaders is needed, try to find a government official, local leader or NGO representative who is neutral with respect to natural resource allocation and use.

Knowing the political and economic history of the area
Make sure the research team is familiar with the political and economic history of the study site; political, social and economic relations are often shaped by the history of an area. There is a wealth of information to be picked up in books and articles about almost all countries and regions – search libraries and the internet. Often local printing presses publish books that have a limited distribution outside of the country. Bring history books to the field and ask respondents about major events and find out how the oral histories of elderly people in the village compare with academic accounts of events.

Cultural context
Most researchers are not from the village or area where fieldwork is conducted and are thus perceived as outsiders. Familiarization with local customs and language, and establishing trust early on will help in overcoming potential barriers of entry and encourage greater willingness to share information among respondents.

Understand the culture
Cultural differences are typically related to ethnicity, nationality, age, race, gender, religion, caste and socio-economic status. Respondents may view cultural differences as a threat and be reluctant to give information if they: feel vulnerable to legal action; feel intimidated by the researcher; feel other community members could use the information to further institutional agendas or legitimize social inequalities; have insecurities regarding interviewing across class, gender, race or ethnic lines (Adler and Adler, 2001; Briggs, 2001; Ryen, 2001; Shah, 2004). Researchers need to figure out how to overcome, or at least cope with as many of these potential barriers as possible.

We propose the following list of best practices for demonstrating cultural awareness and overcoming cultural barriers:

- Understand local fears, anxieties and sources of pride.
- Be humble and do not gratuitously display wealth.
- Dress respectfully, a good rule is to be dressed slightly more formally than respondents.
• Address fears and concerns with empathy.
• Work hard to communicate with respondents even if you do not speak their language.
• Train all team members to be culturally aware and avoid stereotypes.
• Match enumerators and respondents by cultural compatibility (for example, language skills and gender issues).
• Use cross-cultural teams, including a gender-balanced enumerator team.

Enumerator training (see Chapter 10) should include sessions on conduct in the field and coping strategies for dealing with uncomfortable situations, such as asking about payment for time spent responding to questionnaires, dealing with conflicts between households in the village and even how to deal with threats of violence. Even when enumerators speak the same language as respondents, there are barriers to overcome.

Establish trust
Data quality and the research team’s overall field experience are strongly influenced by the level of trust established with the study villages. Building trust and rapport with respondents means integrating into community life: attending community festivals and sporting events, walking around the community and spending time getting to know families, helping with community projects and maybe even offering to give lessons (for example, English tutoring for students). Establishing trust with all groups is essential, including marginalized people. For example, in some cultures, women are excluded from formal meetings; this should be addressed when requesting village leaders to bring a representative group together for focus group discussions.

Learn the local language
Being able to speak directly with respondents is a tremendous asset. Invest a few weeks or months in intensive language training and learn the basics of greetings and showing gratitude. Knowing a few local proverbs can help break the ice with respondents. Learning enough vocabulary to follow an interview (in other words, agriculture and forestry terminology) is extremely helpful for cueing enumerators to probe further when interesting or unusual responses are given. It is essential to work with enumerators that have a strong command of the local language. Be aware that dialects differ widely. If you are working across a relatively large geographic area with diverse linguistic groups, you should consider having more than one research team. Alternatively, you can hire translators to work with enumerators. Conducting surveys using a translator is a sub-optimal situation. Translation lengthens the time of the interview, reduces the validity and reliability of data (important information is lost in translation),
and puts respondents and enumerators on edge as they both have to work harder to understand the meaning of responses. Body language also tells a lot, such as facial gestures, rapport and demeanour. With a translator, having someone who not only communicates in the local language, but who also understand local conditions, customs, practices, and so on, can make things easier. Finally, be cautious about importing one set of linguistic and cultural assumptions into another when interviewing between cultures. Even within the same culture, meanings that seem clear to the interviewer may not be clear to the respondent.

**Be transparent**

Make the research process transparent to respondents. They will be naturally curious to know why their village or household was selected for the study. Meeting with community leaders and holding a community meeting that anyone can attend is a good way to inform people of the objectives of the research and how and why they were selected. A random sample of households can also be drawn at such a meeting, demonstrating that household participation is by chance rather than through connections. Respondents may also have questions regarding the confidentiality of the information they provide, how the information will be used and how they will benefit from participating. Be open and clear from the start about the purpose of the research. To ensure transparency:

- Have the lead researcher visit all households to offer an explanation of the research; this will underscore the importance of the survey work and may encourage greater participation and higher quality data collection.
- Offer respondents an opportunity to express concerns or ask questions about the content of questionnaires, the interview process, or how data will be used.
- Conduct interviews in a place that the respondent is comfortable in.
- Acknowledge that the respondent does not have to answer questions that make them uncomfortable.
- Think about the timing and ordering of personal questions.

Several factors influence willingness to participate in a study, including: timing (for example, if it is planting or harvesting season people are busy and may not want to commit time to respond to questionnaires); the level of research fatigue in the study site; whether or not a gift or compensation for participation is offered; and the general level of interest in the research team and purposes. Be respectful of people’s time and commitments, through careful planning it is possible to anticipate times or days (for example, holidays) that are not ideal for administering questionnaires.
There is an ongoing debate regarding the practice of giving gifts or money as an incentive to participate in survey research (Lynn, 2001; Wertheimer and Miller, 2008). The general rationale for giving gifts is that people are busy and should be adequately compensated for their time or contribution to a study. Most controversial are cash payments directly to households. The criticism is that directly paying someone to respond to your survey is a type of coercion; scientific integrity may be compromised by commodifying a practice that should be based on altruism. Poverty Environment Network (PEN) researchers were encouraged to give practical gifts (for example, salt, sugar, matches, soap or pencils) to participating households. The general advice was to give a gift valued at roughly the daily wage rate for unskilled labour.

**Restitution (reporting back to respondents)**

At the end of fieldwork, it is a sign of professionalism and respect to share preliminary findings with local communities and partner organizations that helped support the research. Too often field researchers extract information from local communities and leave suddenly with little to no closure or follow-up. In this section, we discuss techniques for giving proper closure to the research process through disseminating preliminary results and thanking local communities and partner organizations before going home. This process is sometimes referred to as ‘restitution’.

Although there are various phases in the research process in which researchers can engage local stakeholders, restitution may be the phase where it is easiest and most effective for researchers to engage local people (Kainer et al, 2009). Returning preliminary results to communities and partner organizations during or at the end of field research serves the dual purpose of sharing information gleaned during the research process, while allowing researchers to validate preliminary findings based on feedback from local stakeholders. Dissemination of research results can take a variety of forms, including short presentations, interactive workshops, brochures, maps, radio and photo albums, with researchers limited only by their creativity, available resources and knowledge of audience-appropriate methods for sharing scientific information (Shanley and Laird, 2002; Duchelle et al, 2009; Kainer et al, 2009).

The extent to which field researchers will be able to disseminate preliminary results will depend on the timing of their research. For instance, the advantage of research projects that require multiple visits to communities is that they allow researchers to develop relationships with the communities where they work; each field visit can be used as an opportunity to share select preliminary findings at a community meeting. Such information sharing throughout the research process clearly shows the researcher’s appreciation for community involvement and treats community members as research partners and not simply respondents.
Information sharing is generally welcomed by local stakeholders, allows for mutual learning and provides an important vehicle for researchers to thank local communities and partner organizations as fieldwork comes to a close.

In addition to dissemination of research results, there are a variety of other ways to thank local communities and partner organizations for their supporting role in field research. These activities are again determined by the researcher’s creativity and resources, and by what is appropriate in the local context. For example, at village meetings during the final field visit, researchers can present personalized certificates to participating households to publically recognize and thank them. Other ideas include hosting lunches or parties. Such gestures clearly show researchers’ appreciation for the time and energy that local people give to field research, keeping the door open for local stakeholders to want to engage and collaborate with researchers in the future.

The practicalities of life in the field

Researchers should spend as much time in the field as possible: it can be enjoyable, it can generate a lot of contextually relevant information and, perhaps most important from the perspective of the topic of this book, the data quality will be much better (more accurate and complete). Getting high quality data requires detailed checking and quality control, and should not be left to enumerators or research assistants. This section focuses on practical aspects of fieldwork organization, including the implications for researchers’ health and safety.

Where to live?

Beyond avoiding areas with armed conflict or drug wars, where to live was probably not a primary concern during study site selection. If fieldwork is conducted in one village, or several villages within fairly close proximity to one another, living in the village is potentially a good option: researchers are integrated into the community and likely to build a high degree of trust with respondents. This can facilitate the data collection process tremendously, providing opportunities to see things from an anthropological perspective, to groundtruth trends observed in the data and to collect information about activities that might not be easily observed otherwise. For example, in many forested areas, illegally harvested timber is picked up by traders and transporters in the middle of the night. By being around all the time, it is possible to learn about social, political and economic processes that might not be obvious – while minimizing research costs at the same time.
There are also drawbacks to living in a village: it is easier to get involved in village politics and more difficult to get privacy. Researchers boarding with a local household, staying in a local motel, living at an NGO or college guesthouse or building their own dwelling close to the village leaders may find that respondents develop perceptions about possible allegiances. As we have discussed, perceived political or ethnic allegiances can be detrimental to data collection. If respondents feel that one group is favoured over another, then trust is compromised. The challenge for the researcher living in the field is to navigate these relationships in a context that is culturally different and operates with a different set of social norms than the researcher is used to. While status as an outsider allows for a degree of tolerance related to social and political ‘errors’, researchers should strive to gain awareness of local customs relatively quickly. Limitations on privacy affect people differently. Researchers should expect to be the focus of a lot of attention, particularly as they arrive and get settled. Children in particular will be curious. Over time, however, village members are likely to decrease their level of interest.

Many of the practical details of village living are beyond the scope of this chapter. To help guide decisions on where to live, the following issues should be considered:

- Will you build your own house, camp or board with a local family?
- Where will you obtain food and who will do the cooking?
- What is the source of fresh water and what are the bathroom/shower facilities you will use?
- Where will you store your questionnaires and research notes?
- Where will you store your valuables (money, mobile phone, computer, and so on)?
- What is the reliability and cost of transportation in and out of the village?
- Do you have access to health care facilities?
- Are you prepared to deal with vermin, snakes, insects, and so on, that might be an issue in your field site?

**Food in the field**

It is common for people to welcome researchers to their village or home by offering food and drink. These may be exotic, such as dried white ants in groundnut sauce, served with matoke (cooking banana); ‘bamboo chicken’, also known as iguana; tiny fried frogs; or python preserved in locally made brew. Undoubtedly fieldwork pushes researchers to the limits of their epicurean comfort zone – either from eating the same meal of pounded cassava for days on end or from being offered very exotic fare. Remember that food is strongly tied
to culture: offering food and drink is a form of hospitality across many cultures and food may be the only thing that the most humble households have to offer. To refuse to eat offered food in a respondent’s household may be perceived as extremely rude, depending on the cultural context and may have implications for how researchers are perceived in the household or the larger community. Researchers collecting data on environmental income should be particularly willing to try wild foods. Part of understanding local culture, tastes and preferences is getting to know a culture through food. So unless religion, culture or health forbids, eat it!

Days in the field can be incredibly long. If working in a community where food or drink is not available, finding a way to eat enough to keep going through the day can be a major challenge. In some cultures it is rude to eat in front of people that are not themselves eating. A useful strategy is to support the local economy by purchasing food, such as fruits, roasted maize or cassava, sodas, ground nuts, roasted meat or a wide variety of other foods that are often available in households or village trading centres. Purchase from a diverse set of suppliers and do not be too tough on the bargaining – this will support the local economy and serve to maintain good relations with hosts.

Partaking in local social activities is a great way to break the ice with respondents. For example, in sub-Saharan Africa, many cultures have one or two forms of locally made alcohol and drinking is often a social activity. While drinking is a great way to get integrated into a community, be aware of the risks of drinking alcohol produced under village conditions. Remember to be respectful of village settings where alcohol is not consumed.

**Staying healthy**

Staying healthy in the field is a challenge whether living in a village or commuting daily from a nearby town. Research teams work long days, frequently under harsh physical conditions. There is great potential to get physically run down, increasing susceptibility to illness and disease. The most likely health problems in the field are: dehydration; sunstroke; water-borne illnesses including dysentery; and mosquito-related illnesses. Lower probability health risks include snake bites, stings, leeches and accidents. It is good to have information on localized epidemics and to take the necessary precautions. Make appropriate preparations before fieldwork, get the recommended vaccinations and prophylactics, and have appropriate health insurance for all team members. Private insurance is available in many countries. Basic first aid training for all team members is a great idea and at least one member of the team should have first aid supplies in the event of an emergency. Driving is probably the activity
that entails the highest risk in the field. When renting a vehicle (and driver), set clear rules, such as maximum speed limits.

Pay particular attention to the health of research team members. Just because an enumerator has had malaria several times before, it does not mean it is easier for her to deal with. Encourage team members to take precautions including accepting food and drink that have been prepared with some attention to food safety, sleeping under a mosquito net, avoiding sunstroke, and so on. When enumerators fall ill, adjust the research programme accordingly. Overworking enumerators who are having health problems leads to low morale and ultimately compromises the data collection efforts.

Tips for maintaining good health in the field include:

- Be aware of local epidemics and take the necessary precautions.
- Make sure that a reliable source of clean drinking water is available or boil water and store it in manageable quantities; carry water into the field.
- Maintain personal hygiene, including washing hands on a regular basis.
- Store food in a safe and hygienic location.
- Always carry a first aid kit.
- Always carry identification, insurance and medical aid details.
- Make contacts with local doctors or hospitals to check out the assistance available in case of emergency.
- If someone gets sick, another person should take charge. Do not leave it to the sick person to decide, often they are unable to make rational decisions.
- Make contingency plans in the event that team members get sick.

Researchers are frequently called upon to assist with health crises in the villages they are working in. The two most common forms of assistance are providing transportation to the nearest health centre or hospital and providing financial assistance to households experiencing health crises. The most important advice we have is to treat village members equally. If transportation and funds to support the medical needs of one or two families are provided, be prepared to do so for others in need. While requests for transportation and financial assistance can be quite taxing and interfere with fieldwork schedules, researchers should be aware of the impact that helping out might have on people’s well-being, and the goodwill the community will extend to you.

**Personal safety**

Personal safety is a major issue for all researchers, whether a foreigner or a national of the country in which work is taking place, whether a man or a woman. As a relatively well-off outsider, there is a good chance that respondents
in the villages will perceive researchers as wealthy. Researchers should therefore at all times take appropriate precautions, for example, living with a trusted family. While there may be other issues tied to this (perceived allegiances and limited personal space as noted above), personal safety and the safety of belongings will be higher than when living alone. This will also benefit families in the communities through rent and will help the researcher to assimilate into the community. Take into account that ‘Murphy’s Law was written in the tropics’; many plans can and will go wrong, so make some contingency arrangements whenever possible, for example, the research team should agree on basic safety routines: what do we do if the car breaks down, a research team member is attacked or gets sick, and so on.

To avoid awkward and potentially dangerous situations:

- Make living arrangements in a reasonably well-inhabited place with secure doorways and a sturdy lockable place to store all valuables.
- Surround yourself with trustworthy people; research assistants should ideally live in the same place, or at least within reasonable distance, for quick and easy communication if an unfortunate situation arises.
- Distinguish between genuine well-wishers and schemers or eavesdroppers who can pass off information on the location of valuable assets, or times when research team members might be alone and vulnerable.
- Be certain to understand the lay of the land in both the literal and figurative senses:
  - Know your way around – understand return routes and pathways when negotiating new locations.
  - Be aware of ethnic and political conflicts that the research may be at the heart of – for example, sympathizing with forest officials may put the research team under suspicion of households that engage in illegal logging.
- Make careful choices regarding study areas, avoiding/abandoning if possible those that are conflict-ridden or where conflict could emerge.
- Give full details of medical aid, next of kin, contact numbers, ID number, and so on, to the local partner institution or someone that you are working with (but who does not accompany you to the field). They should also get the detailed field trip plans (where and when).
- Keep the local headman, village chief, police station or other relevant authorities informed about the research team’s stay and movements.
- Fieldwork should not be undertaken alone. There must be two people present, preferably three, of whom at least one should be male.
- Bring a mobile phone, if the area is connected.
- Take seriously any threats from individuals received at your study sites.
Beware of participating in ‘dubious’ social gatherings (for example, those with lots of alcohol involved) after dark when alone and unprotected.

Be careful when hitchhiking or offering lifts to strangers, especially when alone, in remote areas and/or after dark. The rule of thumb is to never give lifts to anyone not associated with the research.

Female researchers should exercise extra caution in the field (Box 9.2). Though you might wonder at times how you could ever find yourself alone (you are

---

**Box 9.2 In memory of Vanessa Annabel Schäffer Sequeira (1970–2006)**

Vanessa Sequeira, a Portuguese doctoral student, was conducting PEN research in Acre, Brazil, in Western Amazonia when she was brutally murdered in the field. Vanessa was alone in a remote part of her study area looking for a family to interview when she was attacked by a man who had recently been released from prison for committing a similar violent crime. While the crime against Vanessa was determined to be not in any way directly related to the research that she was undertaking, the shocking and devastating act was a terrible reminder of the fragility of life and the vulnerability of researchers in the field.

Vanessa had extensive experience in Amazonia and a bright future ahead of her. Before beginning her doctoral work at the University of Bangor, UK, and CATIE (Centro de Altos Estudios de Conservacion y Investigacion de Agricultura Tropical de Costa Rica), she worked for four years directing field research for the Proyecto Conservando Castañales in Madre de Dios, Peru, where she implemented a project for sustainable management of the Brazil nut, a regionally important non-timber forest product. In Acre, her doctoral research focused on the differences in forest dependence between colonist settlers and forest extractivists. In her preliminary analyses, she reported remarkable differences between the forest extractivist and colonist communities and was delightedly proving her original hypothesis wrong – it seemed that small producers who actually used the forest were better-off than those who had cut their forest down to raise cattle.

Vanessa had a gift for engaging local communities and she strongly believed in conducting research that could make a difference for tropical conservation and for the people with whom she worked. Vanessa was tremendously loved and respected by the Peruvian Brazil nut collectors in Madre de Dios, and in Acre she considered many of the extractivist families in the Agro-Extractive Settlement Project Riozinho-Granada close friends. Her friends and colleagues were inspired by her persistence, humility and great sense of humour. Vanessa was a light in the world of tropical conservation and development, and she is missed terribly (www.vanessa.sequeirast.net).
always at someone’s house or being followed around by children), you might find yourself in an uncomfortable or potentially dangerous situation. The bottom line: live and work in the field in an open and trusting way, but exercise a reasonable level of caution at all times. In particular, think carefully about situations where you will find yourself alone and vulnerable.

Conclusions

Our main message is that fieldwork can be a wonderful enriching experience if researchers invest time in understanding the context of the fieldwork site and situation, and think carefully about how the research team can function effectively in the field. Our assumption, validated by the field experience of several PEN researchers, is that well-organized fieldwork is correlated with data quality. Beyond the quantitative data collected, there is a significant qualitative story that needs to be understood. Being comfortable in the field and having good rapport with respondents gives the best shot at understanding the complexities and nuances that underlie the quantitative data.

Key messages

- Do not rush into the field, first get to know the political and cultural context of the study sites.
- Think hard about where to live and how to organize the research so that all research team members are healthy and safe.
- Fieldwork is a life-changing experience – embrace it and have a great time!
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Chapter 10

Hiring, Training and Managing a Field Team

Pamela Jagger, Amy Duchelle, Helle Overgaard Larsen and Øystein Juul Nielsen

You are only as good as the people you hire.
Raymond Albert Kroc (1902–1984)

Introduction

Even with a theoretically and empirically sound questionnaire, there are practical aspects of survey implementation that can significantly affect data quality and a research project’s cost-effectiveness. Most household level socio-economic surveys involve the interaction of researchers, respondents and enumerators. Each of these interactions is an opportunity to collect high quality data but also presents opportunities for data quality to be compromised. Field researchers must pay explicit and serious attention to human resource development and management, project management and social capital building. This chapter addresses three aspects of field research that seldom receive focused attention: (a) hiring and training the field team; (b) managing and motivating the field team; and (c) putting into place good questionnaire management procedures. These skills help field researchers develop strategies to mitigate common problems including: inadequately trained enumerators; enumerator attrition; communication problems or conflicts between researchers, enumerators and respondents; missing or incorrect data filled in on questionnaires; and loss or theft of questionnaires. The limited available information on these issues is scattered across grey literature (for example, FAO, 1995; Hoare, 1999; PEN, 2007), websites (for example, NASDA, 2010; WCSRM, 2010), older books (for example, Devereux and Hoddinott, 1992; Poate and Daplyn, 1993; Puetz, 1993; Vemuri, 1997) or more rarely in peer-reviewed papers (for example, Ross,
1984; Whittington, 2002). See Chapter 11 for a discussion of operational criteria for assessing data quality, including biases that may arise when using enumerators.

**Hiring a field team**

The selection and training of enumerators is central to the quality of data collected. Unless a researcher has a relatively high level of proficiency in the local language and a relatively small sample size, she is going to need people to help implement field surveys. Putting together a good team, then training and managing that team are big challenges, particularly for first-time researchers. There are several critical factors that strongly influence the selection of enumerators including: level of education; desired language skills; prior experience with socio-economic surveys; local knowledge of the region or communities where fieldwork will be conducted; and research budget.

We distinguish two types of enumerators: *external* enumerators, who are university students or recent university graduates (local or non-local) or local professionals in non-governmental or governmental organizations, and *local* enumerators, who are often members of the community where the research is being carried out. The decision to hire external or local enumerators is not a trivial one. The main advantage of using external enumerators is that their education and experience is expected to improve the quality of data collected. External enumerators may already have relevant research experience and a high degree of familiarity with collecting complex socio-economic survey data. They are likely to require less training than local enumerators who have usually not collected field data before. Also, external enumerators may have extensive field and/or research experience in the study region, along with personal connections in rural areas, allowing them to help contribute to both sound data collection and the logistics of fieldwork.

The main disadvantage of hiring external enumerators is the cost: generally, external enumerators command higher wage rates and there are potentially high costs associated with transporting the field team to the study site. Logistical considerations should not be underestimated: time required to travel to remote survey villages can reduce the time spent in the study area collecting high quality data. One way to reduce time and transportation costs is to have enumerators spend weeks at a time in the study villages or to work there on a permanent basis throughout the survey. A likely second constraint associated with hiring external enumerators is a lack of knowledge regarding the study site, so extra time and energy will be needed to gain local trust and insight into local conditions.
The major benefit of hiring local enumerators is their in-depth knowledge of the local area. They can provide relatively quick access to local information not readily available to outsiders, including information regarding illegal activities, and they are generally very conversant about local conditions and customs. The use of local enumerators reduces costs of salaries and the logistics of arranging transportation and accommodation. This is particularly helpful when research sites are remote and/or households are scattered over large geographical areas. The disadvantage is that their educational skills are generally lower and therefore more time needs to be spent on training. Also, a potential limitation of employing local enumerators is that some information may not easily be shared among neighbours, such as the value of hidden assets or issues related to conflict over natural resources.

In hiring either external or local enumerators, it is critical to decide whether to rely on recommendations from colleagues (for example, social networks, professional colleagues, schools, churches or non-governmental organizations (NGOs)), or to undertake a meritocratic hiring process that includes advertising the job and interviewing the most qualified candidates. There are strong arguments for either approach. Asking local collaborators for enumerator recommendations can provide quick identification of strong candidates. However, the downside, especially in the case of local enumerators, is the risk that recommendations are motivated by family relationships, ethnic ties, and so on. Employing local enumerators introduces attractive opportunities for local people to generate significant income, which may induce locally prominent people to influence the selection process. The challenges of applying a merit-based approach to hiring enumerators are twofold: the process may be unfamiliar or inappropriate in some settings; and it may be difficult to evaluate local references. Regardless of the identification procedure, all candidates should be screened through interviews before initiating training.

Researchers with a large number of enumerators (three or more) may want to consider hiring a more experienced team member to help supervise the team. An enumerator supervisor should have more significant responsibilities and should receive a higher salary. Having someone that understands the local context well, can serve as an ombudsperson between researcher and enumerators, and can help check questionnaires in the field can be tremendously valuable. A good assistant can also be a valuable partner in discussions regarding practical or methodological challenges. An obvious downside to having an enumerator supervisor is the additional cost to the research project. There are also potential challenges for enumerators taking direction from two people; researchers need to ensure that enumerators are provided with consistent feedback on how they are collecting and coding data.
Training enumerators

Training enumerators is an often overlooked area of survey implementation. There is a tendency to want to get into the field as quickly as possible, which often results in poorly designed questionnaires, poorly trained enumerators and compromised data quality. The time required to train enumerators depends on their level of education and experience. For example, a highly educated team with some experience implementing field surveys can be trained in one week, while a less experienced team may need two weeks to understand, internalize and develop confidence in implementing the questionnaire (Whittington, 2002).

Pretesting the questionnaire with enumerators is a critical part of the research process. We recognize the chicken and egg problem inherent in pre-testing questionnaires and training enumerators: if the researcher does not speak the language that surveys will be conducted in, it is hard to pretest questionnaires unless she has at least one trained enumerator to administer the questionnaire. Ideally enumerators should be trained so that they can confidently administer the questionnaire for the pretest. The pretest process involves adjusting the questionnaire to local conditions based on information gathered during reconnaissance visits, key informant meetings and feedback by enumerators. If you are translating the questionnaire into the local language, which is generally a good idea, it is essential to make sure that all questions have retained their original meaning. Work with the enumerators on translating questions into the local language until all questions can be put across clearly and correctly. One possible exercise is to use two enumerators to do double translations: one translates from the language of the researcher to the local language, and the other independently translates from the local language back to English. If the question is understood to have the same meaning, the translation is acceptable.

Questionnaires should be pretested to obtain a wide range of responses to survey questions. The objectives of pretesting are to make sure that questions are correctly understood (that words and phrases make sense for a given local context), and that options for each question fit the local context (that they adequately capture the range of possible responses). The number of pretest interviews depends on how well the questionnaire is adapted to the local context, but plan to test the questionnaire in at least 6–10 households and 1–2 villages that will not be included in your study sample (PEN, 2007).

The time it takes to answer the entire questionnaire during pretesting may seem prohibitively long and it is tempting to start shortening the questionnaire by cutting questions. The actual interview time will, however, be much shorter as enumerators gain experience with the questionnaire. It is important to remember that, in some households, sections might be skipped (for example, no member of the household has worked as an off-farm labourer). Expect the time
required to administer questionnaires to drop by roughly a third as your enumerators gain experience. The researcher, field supervisors and enumerators should test the questionnaire until it is thoroughly revised, and until each enumerator thoroughly understands each question. The researcher should attend at least one pretest interview with each enumerator to be sure that the interview technique is up to the required standards and that questions are being asked in a consistent manner across enumerators.

As a general rule, pretesting should never be done in the households, villages or other units included in the study sample. In cases where only household surveys are being administered, it is alright to pretest the questionnaire with households that fall outside of the study sample but reside in the same village. However, pretesting should be done with people that resemble the target sample. Look for locations that are as close as possible to the selected research site and reflect variables of interest, such as market access, population density, agricultural potential, land tenure, ethnic diversity, forestry activities, proximity to protected areas, and so on.

Pretesting is not just about improving the questionnaire, it is also essential enumerator training. Enumerator training generally involves a variety of activities before going to the field. These include: reviewing the questionnaire(s) to make sure that all questions are commonly understood; role playing in small groups with teams of enumerators asking questions and recording responses; and role playing in larger groups with enumerators observing each other and giving feedback. Training should also include sessions on the overall objectives of the research project, research ethics, how to conduct yourself in the field, how to deal with difficult or uncomfortable situations, how to deal with problem respondents, the rationale and objectives for pretesting the questionnaires, how logistical issues related to survey implementation will be dealt with, protocols for checking questionnaires in the field, expectations about performance and a review of the project work plan. Pay enumerators for their time spent training and, if the research budget allows, train more enumerators than needed so the top candidates can be selected at the end of the training session. A suggested schedule and topics for enumerator training is described in Table 10.1. The schedule can easily be extended to two weeks by increasing the amount of time for each activity and covering fieldwork protocols that will strengthen the performance of enumerators in the field. We suggest including several group sessions that involve researcher-led lectures and discussions of various aspects of fieldwork.

Taking trained enumerators to the field and having them interview several respondents (outside the sampling frame) is a valuable opportunity for the enumerators to get acquainted with how the entire questionnaire works in practice. Pretest the questionnaire first as a large group and then later in smaller
groups, under the researcher’s supervision, until enumerators feel confident about conducting interviews on their own. In particular, enumerators should become familiar with how to deal with a wide variety of responses to questions and challenges that appear when implementing them in a local context. Rehearsals are also critical to enable enumerators to conduct the interview in a less formal atmosphere. Train the enumerators to purposively vary the way the interview is conducted according to how information is conveyed by the respondent. Conducting interviews in a non-mechanical fashion puts

---

**Table 10.1 Proposed training schedule for enumerators with prior experience**

<table>
<thead>
<tr>
<th>DAY</th>
<th>Morning</th>
<th>Afternoon</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Overview of research project (relevance, questions, hypotheses).</td>
<td>Section by section review of questions (update questionnaire in response to enumerator feedback on the appropriateness and feasibility of questions).</td>
</tr>
<tr>
<td></td>
<td>Introduce main sections of questionnaire(s), review and clarify enumerators’ understanding of rationale for main sections covered.</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Section by section review of questions (update questionnaire in response to enumerator feedback on the appropriateness and feasibility of questions).</td>
<td>Session on research ethics (including ensuring the anonymity of respondents) and how to conduct yourself in the field.</td>
</tr>
<tr>
<td>3</td>
<td>Discussion of updated draft of questionnaire(s).</td>
<td>Role playing of questionnaire in small groups (observation and feedback by researcher, checks enumerator coding of responses).</td>
</tr>
<tr>
<td></td>
<td>Session on recording responses and protocols for checking questionnaires in the field.</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Session on dealing with uncomfortable situations or problem respondents in the field.</td>
<td>Role playing in larger group with enumerators observing one another and giving feedback (researcher provides iterative feedback, checks enumerator coding of responses).</td>
</tr>
<tr>
<td>5</td>
<td>Session on performance expectations and performance reviews.</td>
<td>Role playing in larger group with enumerators observing one another and giving feedback (researcher provides iterative feedback on role playing, checks enumerator coding of responses).</td>
</tr>
<tr>
<td>6</td>
<td>Review the work plan for fieldwork (including conducting the pretest), objectives, need for enumerator feedback, logistics. Presentation of training certificates.</td>
<td></td>
</tr>
</tbody>
</table>

Note: Training time will need to be increased if: (a) the researcher does not speak the local language (to allow for clarification and training of the research questions in the language in which the questionnaires were created and again in the local language); and (b) the enumerators have little or no previous experience in applying socio-economic surveys.
respondents at ease and can significantly improve the quality of data collected. Anticipate several interviews before enumerators acquire these skills.

Scheduling an opportunity for enumerators to practice questionnaires in a field setting can also provide valuable insights into how enumerators will perform during fieldwork. If you hire external enumerators, they may have spent only a limited amount of time in the field and find the conditions difficult to deal with. Observe the body language of the interviewer: good enumerators show an attitude of being present and genuinely interested in the respondents’ replies. They also make it clear from the onset of the interview that the information given is valued and appreciated.

Training is a gruelling process for all involved. Repeatedly going through and discussing each question at length, then making sure there is a common understanding of the question being asked requires sustained concentration by all parties. In general, if enumerators are confused by a question, then respondents will also be confused. Training should be viewed as an opportunity to gain the insights of people who may be familiar with the field setting and context, and conversant with respect to the feasibility of asking the questions you want to ask. An important part of training is to let enumerators gain their first experiences with the questionnaire through asking each other questions and by thinking through the possible responses to questions.

A final word with respect to enumerator selection is that sometimes the least educated and/or experienced enumerators turn out to be the best. Researchers should observe trainees closely during the training and early fieldwork process and remain open-minded regarding the potential for building human capital in relatively inexperienced enumerators.

Managing a field team

After hiring, training and pretesting, the research team is ready for the field. The big challenge ahead is to ensure that the enumerators remain committed to the research project and to collecting the highest quality data possible. There are several important things that the lead researcher must do: build team spirit by demonstrating commitment to the research project by spending time in the field; set clear objectives for enumerators, including how their performance will be evaluated and how good performance will be rewarded; and treating enumerators with respect. The goal is to retain the trained enumerators throughout the duration of the project, which should result in the collection of high quality data. Having to train replacement enumerators can be very disruptive to the scheduled research and may affect team dynamics resulting in poorer quality data collection.
Enumerators gauge their dedication and enthusiasm for the research project by their perception of the researcher’s level of commitment. We stress the importance of spending time in the field, participating in surveys, struggling through the gruelling conditions and long days, and establishing a relationship of mutual trust and respect with the field team. Though we have no empirical basis for this statement beyond our collective experience, we think that this may be one of the most important determinants of high quality data collection. As a manager of a field research team, it is essential to communicate clearly and often with enumerators, for example, they will have questions that need to be answered, suggestions for how to improve the data collection or possibly even problems with respondents or other enumerators that need to be resolved. The simplest advice for sound communication is to be available to listen to the enumerators, and to make them feel heard and respected. Conducting regular meetings with the research team while in the field is useful for clarifying questions with the entire group. Through clear communication, both researcher and enumerators can learn from and adapt the research process to promote high quality data collection.

It is important to clarify expectations to enumerators early in the research process. The researcher should communicate expectations regarding the number of questionnaires that they should be able to complete within a given time period, and also set clear quality standards. This requires participating in interviews and paying close attention to how enumerators are recording responses. Providing constant feedback and checking questionnaires for completeness and appropriate coding of responses should occur throughout the duration of the fieldwork. If the research budget allows, consider a system of salary increases and bonuses for work well done. Enumerator salaries should be perceived as fair in the context of local market conditions. We caution against paying too high a salary as this might distort market conditions and increase expectations for enumerators who will work with future researchers. Researchers should use particular caution when employing local enumerators as high salary levels can lead to envy and conflict within communities. A good starting point is slightly above the local wage rate appropriate to the level of enumerator education. We recommend slightly higher as fieldwork often has hardships associated with it: people may be away from their families for extended periods, working under harsh and/or physically demanding conditions, and working for longer hours than the standard work day, and so on. We recommend having each enumerator sign a contract that specifies the terms of reference, salary and details regarding health insurance, days off, overtime pay, and so on.

Dealing with problem enumerators is a difficult issue. Three common problems are: enumerators that have poor communication skills and thus do not work well with respondents; enumerators that have trouble understanding some of the questions on the questionnaire and/or recording responses accurately; and
Enumerators that fabricate data. To detect such problems early on, consider pairing enumerators in the first week of data collection. This allows them to help each other and cross-check to develop good practices. Once things are running smoothly (and it is clear that all enumerators are competent) then they can begin to work alone. Another possibility is to let a weaker enumerator shadow a very good enumerator for a couple of days to learn about how to deal with respondents, how to ask questions and how to record responses. It is also possible to regularly schedule co-interviews where two (or more) enumerators do interviews together to ensure continued consistency. The third problem of enumerators who fabricate data and violate random sampling protocols – by, for example, interviewing households that are spatially closer than the selected households – is very tricky. Enumerators can be given a stern warning followed by a second chance. However, if it is reasonable to believe that the enumerator will not adhere to the team’s data collection standards, they should quickly be replaced. The cost of finding out that an enumerator is incompetent can be unacceptably high if the discovery is made after the enumerator has interviewed a large number of households. Quick decisions can save data and money. Penalizing enumerators who violate data collection protocols also sends a clear message to other team members of the importance of adhering to standards for data collection and quality.

Finally we emphasize the importance of listening to enumerators. This is particularly important if the researcher does not speak the local language; enumerators are the conduit between the researcher and respondents and their experience is critical to data collection and data quality. Enumerators may reveal that some questions are difficult for respondents to understand, or that they feel respondents have a systematic bias in their responses. For example, if timber harvesting is illegal in the study area, enumerators may have the best sense of whether or not respondents are providing accurate information when they report figures on the quantity and value of timber harvested. Researchers should also listen carefully to enumerators as a way of assessing their morale. When enumerators get fatigued and/or overwhelmed by the workload, it is important to address concerns and take mitigative action. For example, taking them out for dinner, giving them a few days off, breaking early one day and going swimming; playing football or doing some other fun activity at the end of the day can boost morale and break up the monotony of fieldwork.

**Good questionnaire management in the field**

Before leaving for fieldwork, finalize questionnaires and have them printed. Think about practical issues such as how to pack and store questionnaires so
that they do not get dirty or wet. This includes providing enumerators with appropriate field equipment for keeping questionnaires dry (for example, providing enumerators with plastic envelopes; zipper-locked bags; rain ponchos; and waterproof rucksacks) and minimizing the impact if questionnaires do get wet (for example, by using pencil or waterproof pens for recording). Another important issue is making sure that questionnaires will not get lost or stolen. Establish a system for keeping track of questionnaires as they get distributed to team members and have a plan for storing questionnaires in a secure place. Each questionnaire should have a unique identifier and it is a good idea to pre-number questionnaires before handing them out to team members, ensuring that duplicate questionnaire numbers do not occur.

After enumerators have conducted interviews, there is a lot of work to be done to check questionnaires. To minimize problems of missing data, incorrectly recorded responses, and so on, it is very important to devote considerable time to checking questionnaires in the field. Several systems can be implemented to check questionnaires. In Table 10.2 we present an example of a system for checking for data completeness and quality.

Detecting data problems takes time and practice. Missing or miscoded data are relatively easy to identify; more nuanced are responses that just do not seem feasible – for example, a household that has a very large livestock endowment but has very low livestock income. After spending some time with enumerators and respondents, researchers gain a better sense for which responses are feasible and what information appears odd or infeasible. In particular, researchers should check that the recorded data are consistent with other information provided in other parts of the questionnaire. This process of validation is

Table 10.2 Protocol for checking questionnaires

<table>
<thead>
<tr>
<th>Timeline</th>
<th>Task</th>
</tr>
</thead>
<tbody>
<tr>
<td>Day of interview</td>
<td>Enumerator conducts interview and records responses.</td>
</tr>
<tr>
<td>Evening of interview</td>
<td>Enumerator reviews questionnaire to make sure responses are recorded/coded correctly.</td>
</tr>
<tr>
<td></td>
<td>Researcher reviews questionnaire and flags missing data; miscoded data; values appearing to be outliers; and other issues.</td>
</tr>
<tr>
<td>Day after interview</td>
<td>Enumerator resolves flags either by recall of interview or revisiting household.</td>
</tr>
<tr>
<td></td>
<td>Researcher checks de-flagging, confirms that questionnaire is complete.</td>
</tr>
<tr>
<td></td>
<td>Questionnaire is packed in dry secure place until data entry.</td>
</tr>
</tbody>
</table>
referred to as triangulation (see Chapter 11 for a detailed discussion of interview bias and how to deal with it). Incorporating multiple questions to elicit data for important issues helps with assessing the quality of information and allows triangulation. Evaluation of responses with the enumerator helps with detecting any inconsistency between response and recording. Finally, train enumerators to provide a response for every question. If there are blank spaces in a questionnaire, it is impossible to know if it is because the question was not relevant, the respondent refused to answer or the enumerator simply missed asking the question. It is important to have clear coding protocols for not applicable and missing responses (for example, -8 = Not applicable, -9 = Missing). All researchers should implement a system of flagging or colour-coding potential problems in questionnaires. Some researchers use small Post-it notes to ‘flag’ and write notes related to missing, miscoded or inconsistent data. Others write notes in the questionnaire using different coloured pens. As enumerators address each of the issues, either by recall of the interview or by revisiting the household, they can check off or respond to the queries. When the researcher reviews the questionnaire the second time, she can remove the flags or include a special mark on the coloured text, signalling that the questionnaire has been completed to the required standard of data quality.

Conclusions

Hiring and training a competent and dedicated field team is essential when undertaking complex socio-economic surveys: the team will strongly influence the quality of collected data. In assembling the field team, the decision to hire external or local enumerators is based on researcher skills, the research objective, budgetary constraints, and so on. Researcher engagement in the fieldwork at all levels is essential. Enumerators will take greater care in their data collection efforts if they find that the researcher is invested in the process. This may mean extraordinarily long days in the field as the researcher participates in interviews and checks questionnaires in the evenings. Every questionnaire needs to be carefully checked for missing values, inconsistent data, outliers, and so on, while research teams are in the field. Training is an ongoing process through researcher monitoring and communication with enumerator teams in the field. Hard work will result in higher quality data! Finally, researchers should respect enumerators and take seriously their feedback on the questionnaire, respondent reactions to questions, and so on. Enumerators are on the front line of the research and have the best knowledge regarding how respondents are interpreting the survey questions.
Key messages

- Take great care in hiring enumerators and plan for at least one week of training, translation and pretesting before starting data collection.
- Respect enumerators and work hard to maintain their commitment throughout the entire data collection period.
- Establish operational field-level protocols for data collection and management.
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Introduction

Try for a moment to imagine a typical survey interview situation. A stranger walks into the house and starts asking detailed questions about the household. What is really going on in that situation? It is the making of data and it is happening in a manner and environment that is loaded with opportunities for failure! In the interview situation – typically lasting between 30 minutes and two hours – the respondent and enumerator should gain a common and hopefully correct understanding of the real-world experiences that the enumerator asks the respondent to communicate. This brief exchange of information takes place between two or more people that normally are strangers, implying that different pre-understandings of concepts and reality, as well as potential mistrust, should be overcome within a very short time. The enumerator is normally temporarily employed, with no personal interest in the research or the data, other than possibly wanting to minimize the time spent on his work (the interview). In addition, the enumerator must correctly transfer the responses into the pre-designed format of the questionnaire, while keeping the interview flowing. The respondent may want to present him or herself in a favourable manner. If the respondent believes the research is potentially influential, he or she may also want to answer strategically, for example, to complain about politics or economic conditions. Furthermore, the required information will often be regarding sensitive issues such as economic assets, diseases or illegal incomes.
In short, the chances that one will get quality data would from the outset seem rather slim! Unfortunately, the literature on empirical household studies rarely provides detailed information on how research is implemented: in other words, how enumerators were trained; whether and how triangulation was done; and what criteria were used to evaluate data quality. This chapter addresses the issue of how to pursue data quality through attempting to avoid systematic measurement errors, in other words, errors arising during the implementation of the survey that systematically affect the measurement of a variable across a sample (see Box 11.1). A systematic error creates either positive or negative bias in the sample estimate of a variable. The tendency for people to under-report on income from illegal activities is an example of systematic measurement error, and we shall look at how to minimize the risk of recording such errors. This involves a discussion of factors surrounding the interview situation, the enumerators and the nature of the relationship between researcher and respondents. We focus only on systematic measurement error and on the data

**Box 11.1 On measurement error**

Any estimate from a sample (for example, gross income from maize) may be thought of as having two components: the true value plus a measurement error. The measurement error component can be further divided into two parts: random and systematic measurement errors.

Random measurement error is caused by factors that randomly affect the variable estimate across the sample. For example, for an estimate of gross income from maize, random measurement error could arise from the tendency of respondents to include/exclude maize harvested at a point in time before/within the recollection period of three months. Importantly, random error does not have any consistent effect across a sample. The randomly distributed positive and negative errors will sum to zero across the sample. Thus, random error adds variation but does not affect the average value of the estimate.

Systematic measurement error, on the other hand, is caused by factors that systematically affect the variable estimate across the sample. With our example of gross income from maize, respondents may answer strategically and under-report their harvest if they perceive that by looking poor they may attract some external assistance. This can also be an effect induced by some enumerators who, unknowingly, give respondents an impression that appearing poor would be beneficial. In both examples, the error tends to consistently influence negatively the average value of the estimate.

Source: Based on Trochim (2006)
collection situation, as other parts of the research process affecting data quality are covered in other chapters of this book, including sampling (Chapter 4), collecting contextual information (Chapter 5), questionnaire design (Chapter 7), implementing the survey (Chapter 10), and data entry and quality checking (Chapter 12).

### Systematic measurement errors

This section outlines a number of underlying reasons for systematic measurement errors that may lead to bias in data. We also provide guidelines on how to detect and avoid or minimize them. We categorize these reasons according to whether they originate with the enumerators and/or questionnaire, the respondents’ strategic behaviour and understanding, or bounded knowledge.

#### Enumerators and questionnaire administration

*Personal characteristics and appearances of the enumerator*

**The problem:** The age, sex, ethnic group, caste, attitude and appearance of enumerators can greatly influence the data generated in a survey. An important choice is whether or not to use local enumerators (see also Chapter 10). A major advantage of using local enumerators is their knowledge and familiarity with the area, language and livelihood strategies of the respondents. Local enumerators may also have lower salary expectations and reduce the need for extra lodging and transport. A disadvantage may be that finding experienced and/or sufficiently educated enumerators is difficult, hence triggering potentially higher demands for training and supervision. In particular, enumerators must be able to learn and apply new procedures consistently. Moreover, the familiarity of local enumerators may be a drawback when the research touches upon sensitive issues (for example, incomes, diseases, illegal activities). Many respondents may be more comfortable providing such information to strangers who will leave the area, rather than locals whose lack of confidentiality might have a high social cost to the respondent.

Another important characteristic is the social skills of the enumerator. Some enumerators have great interpersonal skills and can immediately create trust with people they meet. This is not something that can be easily picked up through training, and therefore becomes an important selection criterion. Interpersonal skills can be observed through interaction with enumerators and with respondents in the field. Regarding gender, women may in some cases only share knowledge about medicines for women’s health with female enumerators.
Similarly, female enumerators may be best for interviews about domestic affairs, childcare or craft production. Male enumerators may be better at asking questions related to typical male activities, such as hunting or timber extraction.

Avoiding/minimizing the bias: Being picky in selecting enumerators is a key success factor. Make sure you see how your candidate enumerators work in the field before making hiring decisions. Some researchers prefer training more enumerators than they need, having informed the trainees in advance that only a subset of them will eventually be hired. Key attributes to consider include: Are they trustworthy? Can they complete the questionnaire in reasonable time without tiring the respondents? Do they understand and follow your directions? Through careful selection and constant encouragement and supervision you can help to build these attributes in your enumerators.

Integrity of enumerators

The problem: Unfortunately, some enumerators tend to take short cuts or have unacceptably low quality standards in survey implementation or even go to the extreme of falsifying data. Detecting such misbehaviour can be difficult, but it may be useful to consider the motives. The motives may include low motivation, confusion about the overall purpose of the survey, difficulties in getting to talk to the household, fear of engaging people with sensitive questions or the desire to please the researcher with interesting results.

Avoiding/minimizing the bias: The first line of defence against careless data collection and falsification is prevention. Workloads of enumerators need to be realistic. Enumerators need to be well-trained to be comfortable asking all the questions and to understand that the researcher is not interested in embellished data. Doing spot checks with households to see whether the enumerator came to ask questions, and letting enumerators know that these checks will occur, may prevent the problem. It may help to explain to enumerators that there are consistency checks built into the survey that will reveal if the data has been fabricated or collected carelessly.

The second line of defence is *ex post* detection. Keeping careful track of data as they are collected is essential, for example, a quick review of questionnaires every evening and follow-up meetings with enumerators to go over perceived ‘odd’ data (see Table 10.2 in Chapter 10). In some cases, enumerators will have to return to the household to verify dubious data. In short, be suspicious of data appearing too similar or too random. Moreover, systematic differences between results obtained from enumerators can, at the extreme, be an indicator of careless collection or falsification. Yet, differences in the way enumerators understand and pose questions (as well as probing) can also trigger differences. The issue should, therefore, be investigated thoroughly before accusations are made.
Researchers should strive to be present at as many of the survey interviews as possible to get a sense of how the data is being collected. This knowledge will not only help in detecting careless collection and falsification, but can also help identifying other problems and provide opportunities to offer encouragement and recognition for a job well done. If working with a large enumerator team, checks of data quality can be achieved through nominated group leaders with systematized checking of the questionnaires. Finally, creating a good working environment will minimize the risk of such problems occurring. Bonuses, honours, praise and individual care can all contribute positively.

**Enumerator fatigue**

**The problem:** Conducting the same interviews day in and day out can be tedious and monotonous. Enumerators may quickly become demotivated and demoralized.

**Avoiding/minimizing the bias:** Enumerators need constant recognition, support, feedback and motivation for them to give their best. For intensive large-scale or repeat surveys, it is essential to build in activities keeping enumerators interested and enthusiastic. This may include knowledge sharing, feedback meetings highlighting interesting findings, training identified by the enumerators and social activities. One of the authors of this chapter coordinated a demographic and health census of 10,000 households, undertaken by only ten enumerators who worked on this for almost a year. Most of her energy and time was spent keeping the enumerators motivated through regular field visits, accompanying them to households, recognizing their worth by asking them for their opinions and ideas on the process and on the data, providing training, organizing social get-togethers, sharing key and exciting results, and so on.

**Probing bias**

**The problem:** Enumerators should not be trained to act like field robots – they will then not be able to develop a rapport with households. But differences between enumerators regarding interpreting, explaining and exemplifying questions may influence the answers. Imagine that a questionnaire seeks to elicit households’ forest income over the past year. One enumerator might do this by asking several questions about the household members’ daily activities and probe using various examples of forest products that he knows are commonly used in the area – thereby facilitating the respondents’ memorizing. Another enumerator might simply state the question once and record whatever the respondent answers without asking any follow-up questions. Clearly the former enumerator will end up with a higher average forest income estimate than the latter.
Avoiding/minimizing the bias: All enumerators should, as far as possible, use the same approach to probing. For example, prompting for open-ended questions should be standardized. The risks associated with probing biases increase if questions are stated in general or abstract ways, which often require further explanation (see Chapter 7). During pretesting of questionnaires, such sources of bias can be detected, for example, by role playing the questionnaire and by regularly supervising how enumerators ask and exemplify the questions. Preventing such sources of bias is best done by spelling out all questions in their entirety, having detailed written guidelines for the questionnaire, and thoroughly training the enumerator team.

Bias arising from choice of respondent

The problem: Households are many-headed creatures and one head may not know what the other is doing. As an example, in many rural areas of developing countries women and children fetch firewood and water, while business and hunting are the domains of men. The division of labour and responsibility in households, however, varies from place to place implying that no rules of thumb can be given. One should be aware that the choice of respondent will in all likelihood influence the answers.

Avoiding/minimizing the bias: There will clearly be a trade-off between time needed to do the survey and the opportunities for getting fuller pictures of household livelihoods. If several household members participate in answering the questionnaire, they can respond to different questions. For example, children may be asked about products that their parents are not likely to know much about, such as collecting fruits and hunting small birds and animals. But dominant family members could object to letting those answer who are best suited. Because of such problems, resources permitting, interviewing individually one adult male, one adult female and one child can give a more detailed picture. No matter what approach is chosen, it is important to document in the sampling procedures who was answering the interviews.

Respondents’ strategic behaviour and understanding

Even if enumerators are full of integrity, well-trained and do an excellent job in asking questions, some biases may arise due to respondents.

Strategic answering

The problem: Strategic answering arises as a consequence of push and pull factors. Foddy (1993) uses the term ‘threat factor’ and provides three overall categories: idiosyncratic, social rejection/acceptance and sanctions/rewards.
First, idiosyncratic questions focus on issues that generate personal anxieties with particular respondents. For example, someone who has recently been robbed may choose to under-report household wealth because of fears that disclosing asset information could increase robbery risks. Or some households may be hesitant to reveal their use of medicinal plants out of fear that it may be frowned upon by the church to which they belong.

Second, questions may also generate fear of social rejection or, conversely, hope of social acceptance. For example, questions regarding sexual behaviour, sexually transmitted diseases, illegal harvesting, behaviour that is likely to cause ridicule, or large dependence on relatives (remittances) can all be seen as potential threats to respondent social status and should thus be posed with care.

Third, questions may also generate fear of political or economic sanctions or, conversely, hope of rewards. Questions regarding illegal activities, political activism or altruistic behaviour can all trigger expectations about sanctions or rewards. Questions related to wealth and income may be sensitive for various reasons. In many settings, being perceived as wealthy carries with it obligations and responsibilities: being generous, providing labour opportunities and relief support to the less well-off. Overstating poverty and understating wealth may also result from hope that those using the research outputs will be more likely to help respondents, for example, by initiating a development project such as building a school. The sheer presence of and impression made by researchers in a rural area can generate expectations of development aid or other rewards, which may result in people trying to appear poor and worthy of assistance.

Finally, the history of a field site may provide important hints as to what issues are contentious. If working with natural resource issues, for instance, sites with previous presence of conservation projects or non-governmental organizations (NGOs) will often display a heightened awareness of what is legal and what is not, and, hence, increase the risk of strategic answers.

**Avoiding/minimizing the bias:** For all three threat categories mentioned above, strong feelings and strategic answers may be generated even by seemingly harmless questions. In cases where these threats are present, a number of preventive measures may be taken. First, it is of utmost importance to avoid the spreading of false rumours by providing ample information regarding research purposes and to make sure this information is disseminated widely in the community through appropriate channels, such as community meetings, local radio stations or an information brochures in the local language. Second, in every individual interview, this information should be repeated, possibly including background information to sensitive questions. Also the promise of confidentiality should be made
very clear to the respondents at the beginning of the interview. In some cases it may not be necessary to record respondents’ full names – at least not while conducting the actual interview. This may make people more comfortable.

To avoid strategic answering, it is also important that the answer options should contain the full range of potential responses, including, for example, illegal activities. A key factor is the level of trust between the enumerator and the respondent. This trust can be strengthened through approaches that make it clear that answers will be held in strict confidence. Typically, in repeated surveys it proves easier to get honest responses to sensitive questions during subsequent household visits, as trust is being built over time. Spending significant time in the village and participating in social activities, for example, in the Friday night local football game or local party are all measures that will increase trust and diminish the likelihood of strategic responses.

Normally the respondent’s homestead is chosen as the place to conduct the interview. This may, in addition to facilitating trust, yield the benefit of triangulating household responses, through visible characteristics, such as the telling evidence of a hunting trap lying around in the courtyard or the expensive newly bought furniture in the living room. Using such observations should, of course, be done in a polite, or perhaps humorous, way in order to build a relationship of trust. This also diminishes the probability of strategic biases. If the respondent seeks to avoid doing the interview at the homestead, it could be an indication that something is being hidden.

Another way to check on at least some of the information provided by respondents is to use built-in triangulation in the questionnaire itself. This can be particularly rewarding in research that involves multiple survey rounds where information obtained in previous rounds can be used for validation purposes in later rounds. Box 11.2 provides some examples.

The temptation of the respondent to provide misleading answers may also be diminished if the enumerator demonstrates good background knowledge of the topics and local conditions, including sensitive ones. For example, in inquiring about illegal activities, it is important to have a good knowledge about the level of enforcement of laws and regulations in the communities (Shackleton et al, 2001, pp134–135). In one survey in Tanzania, enumerators often experienced that respondents first explained to have produced ‘only two small bags of charcoal’. Normally, however, charcoal is produced in kilns that yield much higher quantities. By revealing this knowledge with a knowing smile, the enumerators made the respondents laugh and reveal the true amounts.
Finally, the ‘threat’ level of sensitive questions can be reduced by various techniques in the way the question is posed and the answer options presented. Box 11.3 provides a few examples and references.

**Respondent learning in panel studies**

**The problem:** If an enumerator visits a household more than once, then respondents may think that they already know the questions, and proceed to answer them ‘automatically’, without carefully listening to and thinking about the detailed questions.

---

**Box 11.2 Triangulation using information previously obtained in a survey**

It is possible for researchers to use data collected earlier in a survey, to increase the quality of ongoing data collection. For instance:

- Household assets may point towards specific types of income sources. Having recorded ownership of items such as scotch carts, ploughs, oxen, shops and various tools should lead the enumerator to check carefully the income derived from activities related to such assets.
- Household member skills and general livelihood strategies should be elicited in the first survey round to provide a checklist for later survey rounds. Knowing ex ante that a household member is a carpenter, house builder, charcoal producer, bike repairman, herbalist, and so on, is valuable in later survey rounds to assure that the income is elicited.
- The household food security situation – food storage – is a strong predictor of future activities to supplement income. Hence, knowing how many months the main staple crop lasts for the household’s own consumption is valuable information.
- Household religious beliefs may be related to an unwillingness to reveal certain types of information, for example, the use of traditional medicine or income from certain types of businesses. In such cases, enumerators should be more careful and critical about this type of information.
- Asking households about cash costs and own consumption of various items, for example, agricultural produce, can be a good way of triangulating information on savings, cash income and agricultural storage and harvest.

In general, the information obtained in previous survey rounds should provide some information about data that will be obtained in later rounds. Hence, enumerators should be suspicious of households that suddenly report very different incomes, if the change cannot be explained by seasonality or some other cause.
Box 11.3 *How to ask about sensitive issues*

Below are five approaches to asking the sensitive question: ‘Did you do any illegal hunting last year?’

<table>
<thead>
<tr>
<th>Approach</th>
<th>Question</th>
</tr>
</thead>
<tbody>
<tr>
<td>Casual approach</td>
<td>Did you happen to do any illegal hunting last year? Would you please read off the number on this card that corresponds to what you did [hand card to respondent]:</td>
</tr>
<tr>
<td>Give a numbered card</td>
<td>(1) I did do some illegal hunting last year</td>
</tr>
<tr>
<td></td>
<td>(2) I did not do any illegal hunting last year</td>
</tr>
<tr>
<td></td>
<td>(3) I did hunt last year but am unsure if it was illegal or not?</td>
</tr>
<tr>
<td></td>
<td>(4) I did only legal hunting last year</td>
</tr>
<tr>
<td></td>
<td>(5) I did not hunt last year</td>
</tr>
<tr>
<td>The ‘everybody’ approach</td>
<td>As you know, many people do illegal hunting in this area. Did you happen to do any illegal hunting last year?</td>
</tr>
<tr>
<td>The ‘other people’ approach</td>
<td>(a) Do you know any people who have done illegal hunting?</td>
</tr>
<tr>
<td></td>
<td>(b) How about yourself?</td>
</tr>
<tr>
<td>The ‘sealed ballot’ technique</td>
<td>We respect your right to anonymity. Please complete this form, indicating whether or not you have done any illegal hunting last year, seal it in the envelope and place it in the box marked ‘Secret Ballot’.</td>
</tr>
</tbody>
</table>

Source: Adapted from Gray (2009, p347)

Note that the last of the approaches, the ‘sealed ballot’ technique, does not permit one to assign illegal hunting to individuals, but only to infer levels among a population of individuals. Another approach to infer levels of sensitive practices among a population is the Randomized Response Technique (RRT) (Gavin et al, 2009). The RRT uses a randomizing activity (such as a coin toss) and asks respondents to remember, but not disclose, the result. Respondents then select one of two undisclosed questions: one sensitive (for example, ‘did you do illegal hunting last year?’) and one asking about the result of the randomizing activity (for example, ‘did the coin toss give “tails”?’). Respondents answer only yes or no to the question. The interviewer does not know which of the questions respondents answer, thereby providing a veil that removes disincentives for strategic answers. The interviewer does know, however, the probability that the respondent answers the sensitive question (for example, half the respondents answer the question on illegal hunting) as well as the probability of a yes/no response to the other question (half get ‘tails’ in the coin toss). Thereby, aggregate estimates of illegal behaviour can be obtained.
Avoiding/minimizing the bias: Explaining why the data is being collected repeatedly can help avoid mechanical responses. For example, explaining that seasonal differences in income and expenditures are a research focus may raise respondent alertness regarding seasonal changes, and thus ensure they treat this interview as being separate from previous ones. Thus an incident from a repeat survey in northern Ethiopia can be avoided: one respondent was very apologetic for answering wrongly last time – what other reason could the enumerator have to come back and ask the same questions again?

Vague/imprecise responses

The problem: Imprecise responses are common in detailed household income accounting studies. Consider the question: ‘How often did you collect medicinal plants in the past three months?’ The following are three possible responses: (a) ‘It depends’; (b) ‘I collect when someone in the family is sick’; and (c) ‘I usually mainly collect in the rainy season’. None of these responses is likely to give you the exact information that you are seeking.

Avoiding/minimizing the bias: One solution could be to take another look at the way the question is posed in the questionnaire – can it be put more precisely? Another is to make sure the enumerators fully understand what data are needed. This sequence will likely require the enumerator to break down the questions into smaller, more specific pieces. For the first response these follow-up questions could provide the information needed: Enumerator: ‘What does it depend on?’ Respondent: ‘It depends on when we run out.’ Enumerator: ‘How often over the past three months have you run out of and gone to collect medicine?’ Respondent: ‘Two times.’

Misunderstanding the question

The problem: Respondents may easily misunderstand or misinterpret questions, for various reasons. First, long questions with complex wording run a great risk of being misunderstood (Foddy, 1993). Although misunderstanding may be prevented by using examples or illustrations, respondents may then focus excessively on the latter, rather than the general concept. Second, if the context or purpose of the question is unclear to the respondents, they will likely make their own, often wrong, guess of what information the researcher seeks.

Avoiding/minimizing the bias: Keeping questions short and concise, and avoiding difficult wording, is essential (see also Chapter 7). If questions are clear, then examples may not be necessary. When used, examples should be directly related to the question. For example, if you are trying to elicit expenditures made within the last three months, potential expenditure categories (for
example, school costs) may be used as examples that can also provide a systematic probing structure within open-ended questions.

**Respondent fatigue**

**The problem:** Tired respondents may give ‘quick’ answers in order to finish fast, especially in the latter part of the questionnaire. This behaviour may happen as a consequence of poor timing of the interview (the respondent is tired or has other pressing matters) or because the questionnaire is too long. It may also abound in sites where a lot of surveys have already been done (research fatigue). The result will often be biased answers, because the respondent will tend to answer ‘no’ in order to go faster through the questions.

**Avoiding/minimizing the bias:** First, selecting study areas that are not ‘over-researched’ provides a context that is less exposed to research fatigue. Second, interview schedules should suit the respondents, vis-à-vis their daily routines. Third, in the case of long questionnaires, it is worth adjusting research plans and budgets to allow for interviews to be interrupted for later completion, whether after a short break (for example, offering a cold drink, tea or biscuits) to recharge the batteries of tired respondents and enumerators, or on another day whenever the respondent has more time available.

**Bounded knowledge**

When designing questionnaires, it is important to remember that human beings may fail to know or recall all the information that interests a researcher.

**Recall**

**The problem:** One form of bounded knowledge concerns recall, in other words, respondents’ cognitive abilities to fully remember past events and activities. Several studies have documented that quantitative data on income and labour based on long recall may underestimate actual levels (for example, Gram, 2001). A problem often referred to when discussing recall is ‘telescoping bias’ that occurs when respondents draw/push past events forward/backward in time in relation to when they actually occurred, thereby creating a bias.

**Avoiding/minimizing the bias:** In general, questionnaire recall periods should match respondents’ recall abilities. Shorter recall periods are usually associated with small and frequent events where extrapolation to a longer period is reasonable, whereas longer recall periods typically are associated with infrequent, large or rare events that may be missed out with short recall periods. The problem of telescoping biases may be eased by relating timing to significant events in respondents’ lives, for example, did it happen before marriage, before the local bridge was completed or before the re-election of the president? Past
experience regarding recall in other surveys and thorough pretesting can help fine-tuning questions to respondents’ recollection ability.

Finally, adequate timing of surveys can help, for example, starting just after the crop-harvesting season will be good if agriculture is the main focus. For environmental incomes, with many extractive products following distinct harvesting cycles, optimizing the timing may be more difficult. Repeated surveys covering a full calendar year might then be preferable.

**Differences in perceptions/understandings of definitions**

**The problem:** When designing questionnaires, key definitions cannot be taken for granted. For example, what is a ‘forest’? To European citizens, it might mostly be managed plantations with few tree species, to an Amazon dweller it may be a place with tall trees forming a naturally dense crown cover and a diverse understorey, while respondents from the semi-alpine Himalayas may refer to low hillside shrubs. Since responses depend on perceptions, having a common understanding of key words is crucial.

Differing local units also have to be standardized to allow quantities to be properly compared and aggregated. For example, a bucket may hold 10 litres in one village and 20 litres in another, while a barrel may hold 50 litres in both villages. Any comparison between these two villages requires standardization to litres.

**Avoiding/minimizing the bias:** Being aware of different meanings, units and perceptions is an important step in avoiding such biases. In principle, one must define all key terminology, and ensure that enumerators know and actually apply the terminology consistently when explaining the words to respondents.

Standardization of local units such as handful, headload, bundle, bucket, and so on, is a time-consuming but necessary work component. This may require a separate survey, if there is much variability within the locally applied units. For example, if there are different sized buckets used, then you may have to obtain sizes from a sample of buckets to derive a mean value. It may be necessary to collect data regarding standardization at the community level, so that differences in units between communities are detected. Often price information should be included, so that commodity unit values can be properly compared (see also Chapter 8).

**Conclusions**

Getting quality data from household surveys in developing countries is challenging. Researchers often operate in unknown territory with only scant knowledge regarding livelihood strategies and practices. In addition, the use of enumerators adds another source of potential measurement error.
In this chapter, we have sought to provide some operational criteria for assessing the quality of livelihoods data and some advice on how to avoid systematic measurement error. A workable approach is to minimize the potential biases arising from systematic measurement error that can distort information from being representative of the truth, and to attempt to detect the direction and severity of remaining biases through replicating results, frequently using alternative approaches. This approach implies a belief that we will obtain high quality data by seeking to avoid biases and to triangulate our data from multiple sources. It also implies that we should be sceptical regarding the quality of data that are not supported by many and good reasons for their truthfulness, for example, that: defy commonly accepted theories; are challenged by other sources; do not fit the understanding of the local context; may be biased by social identity and power relations; and rest exclusively on one single source and cannot be supported by other evidence. But data that are characterized by these features should not be dismissed out of hand. If we rejected all data that defy common theory or our previous understanding of the local contexts, we would also fail to reject wrong theories and to correct wrong understandings of local contexts. In other words, the search for biases should not blind researchers’ curiosity, nor jeopardize their ability to challenge common wisdom – arguably, this being one of the noblest functions of science.

**Key messages**

Several of the potential solutions cut across various of the identified biases. We summarize them in five key recommendations. Giving careful thought and adequate time and attention to these five recommendations will go a long way to minimize the biases discussed, and to ensure that your data – and the research results and conclusions they generate – hopefully can be trusted.

- Take care in selecting enumerators with an eye to their integrity, interpersonal skills and ability to pick up and apply consistently new knowledge, and train them carefully.
- Understand how the local social, cultural and political context may influence peoples’ willingness to share desired information.
- Spend time in study sites and participate in interviews to check enumerator performance and consistency, and to get a feel for the reality behind the data.
- Triangulate data from multiple sources.
- Create and implement standard procedures for data quality checking while in the field.
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Chapter 12

Data Entry and Quality Checking

Ronnie Babigumira

At one level ‘data’ are the world that we want to explain ... at the other level, they are the source of all our troubles.


The ethnic theory of plane (and data) crashes

In his compelling book Outliers: The Story of Success, Malcolm Gladwell presents what he calls the ethnic theory of plane crashes: ‘[P]lane crashes rarely happen in real life the same way they happen in the movies. Some engine part does not explode in a fiery bang. The rudder doesn’t suddenly snap under the force of takeoff... Plane crashes are much more likely to be the result of an accumulation of minor difficulties and seemingly trivial malfunctions’ (Gladwell, 2008, p183).

This is true for data quality problems. Rarely does the ‘computer’ corrupt data, although a computer virus may do so or even delete data. Instead, small mistakes at various stages can seriously compromise data quality. The research question, sample selection, questionnaire design, enumerator training and survey implementation, all of which have been discussed in preceding chapters, impact data quality. However, there are computer specific sources of errors that impact data quality, the most critical being data entry and storage. A poor data entry system is a gateway to an unnecessarily large number of data entry errors, while failing to organize and archive data in a way that they can readily be retrieved and analysed can render them unusable.

The purpose of this chapter is to look at these computer-related data problems. Drawing on the Center for International Forestry Research’s (CIFOR) experience with the Poverty Environment Network (PEN), this chapter identifies potential sources of errors and makes some suggestions on
ways in which these errors can be prevented or minimized. Recognizing that some errors may still slip through and that some accurately transcribed values may have been recorded in error, approaches to data validation and checking are also discussed.

Because, as will be argued later, working with software one is familiar with tends to minimize errors, the ideas presented in this chapter will largely be software independent. However, for some illustrations, Stata (StataCorp, 2009) – the program used for PEN data management – will be used. Also, the following assumptions are made: (a) that data will be primary data collected using a questionnaire, such as a household survey; (b) that these data are mostly numerical, a mix of quantitative and qualitative information with the later being assigned numbers or codes for data entry; and lastly (c) it is assumed that text-heavy sections of the survey such as notes made during or at the end of survey will simply be compiled into some sort of narrative and are not checked for quality.

The chapter proceeds as follows. First it gives a brief definition and examination of the concepts of data and data quality as they will be used in the chapter. Second, it examines the building blocks critical for ensuring data quality – namely coding, data entry and data validation/checking. Third, the chapter ends with a summary and, through the conclusion, synthesizes the discussion into a few take-home messages.

**Improving data quality**

Data and information are often used interchangeably yet they are distinct (Audit Commission, 2007). In this chapter, *data* will refer to numbers and words that are yet to be organized or analysed to answer a specific question. These are sometimes referred to as raw data, in other words, the numbers and text recorded on the questionnaire and later transcribed to the computer.

Data quality has many dimensions, however, most of these can be distilled into the simple yet comprehensive definition: ‘Data are of high quality if they are fit for their intended uses in operations, decision making, and planning. Data are fit for use if they are free from defects and possess desired features’ (Redman, 2001, p73). This fitness for use comprises two characteristics; possession of desired features and freedom from defects.

The desired features include relevance, comprehensiveness, proper level of detail, ease of reading and ease of interpretation, while data are free from defects if they are accessible, accurate, timely, complete and consistent (Redman, 2001). These features have been, implicitly or explicitly, addressed in other chapters of the book. For example, timeliness of research is covered in Chapter 3, while
relevance, comprehensiveness and the proper detail are covered in both Chapters 3 and 4. Ease of reading and interpretation, which arguably has more to do with information (processed data), is addressed in Chapter 14.

Our focus is on data defects in terms of accuracy, completeness and consistency. A comprehensive treatment of the each of these concepts can be found in, among others, Lee et al (2006) and Refaat (2007). The section below is largely drawn from these two references.

**Accuracy:** This is perhaps the most likely aspect of data quality that comes to mind when you ask scientists about data quality, and is often used to mean that data are free from errors. Refaat (2007) defines errors as an impossible or unacceptable value in a data field. Errors can be typographical (‘mlae’ instead of ‘male’), mathematical (income not equal to gross value less purchased inputs) or related to measurement (such as the location, area, quantities).

**Completeness:** Data completeness refers the degree to which data are missing. According to Lee et al (2006), it can be viewed from at least three perspectives: schema completeness, column completeness, and population completeness. Schema completeness is the degree to which entities are not missing from the schema. Attrition is a good example, where, for example, households that were originally part of the survey drop out in later rounds. Column completeness refers to the degree to which values are missing in a column of a table. This is the most common type of completeness problem in socio-economic surveys and the subsequent discussion on missing data in this chapter will mainly be about column completeness. Lastly, population completeness refers to the degree to which members of the population that should be present are not. This is a usually a sampling problem.

**Consistency:** Data consistency may be defined in terms of consistent values among different fields, as well as values of the same field over time (Refaat, 2007). For example, children should not be older than their biological parents. The area under agricultural production cannot be greater than the total area owned or operated by a household. It is common to have questions whose responses depend on earlier responses. For example, the response to the question on how severe the crisis was depends on the response to the question of whether or not the respondent faced the crisis. Questions like these are added to improved data quality and are good candidates for consistency checks.

**Data entry and quality checking: Work flow**

Picture the start of fieldwork. The study site has been selected, the sampling frame determined and the sample drawn. Enumerators have been trained and the questionnaire has been pretested, improved and is now ready for use. A data
entry system is in place as is a basic codebook. The survey kicks off and questionnaires begin to come in. What next?

Trying to work efficiently and, given that it is technically feasible (you can use a computer), it may be very tempting to hit the proverbial n birds with one stone: start entering the data and, in the process, scan the questionnaire for errors while also assigning codes for categorical data. This may create the illusion of saving time; however, doing this is not only inefficient — it is a recipe for errors.

It is inefficient because of interruptions that will, more often than not, arise because of illegible answers, gaps, and other inconsistencies, which will require that the questionnaire be returned to the enumerator for correction or even to revisit the household. The challenge is how to deal with the interruption. Do you pause data entry for that questionnaire until the errors have been addressed, or, do you discard what you have entered and start all over again? Pause and resume and you may enter the same data more than once, discard and you will have wasted precious time.

A more efficient and less error-prone way to work is to think of data entry and checking as a process consisting of four tasks: visual inspection of the survey instrument, coding, data entry and data checking. These tasks are best performed sequentially in a way that is akin to the flow chart of Figure 12.1.

Figure 12.1 The process of data checking
Visual inspection

The goal of visual inspection is to make sure that all sections of the questionnaire that should be filled in have been filled in. Check that all standard information, that is, information that does not depend on the respondents (such as location, date of interview, household code and so on) is filled in.

Visual inspection is also the first step in ensuring that data are usable. It is not enough that the questionnaire has been filled in, the recorded responses should be clear and therefore make the questionnaire easy to transcribe to the computer.

Visual inspection is best done in the field because of the ease of making follow-up visits for clarification or collecting missing information if necessary. If you are working with many enumerators, then it is recommended that you have a debriefing session every evening where enumerators go through the questionnaires for these issues and share their experiences. This is a great learning opportunity, especially if one cannot be present during the interviews during the day.

Coding

Most data entry programs will accept both numbers and text; however, it is better to enter numbers. To illustrate, consider the hypothetical data set in Table 12.1 where, for one household, John Mayne, we have data on the main crop on his four plots. The variables are the name of the household head (name), plot number (plot), the sex of the plot manager (sex_pm), and the main crop grown on the plot (main_crop).

Looking at Table 12.1, one may immediately be drawn to the errors in the spelling of the name. While these have been exaggerated for illustration purposes, such mistakes are not uncommon especially when you have more than one person entering data. John Mane may stand out as an obvious mistake, however, as far as the computer is concerned, Mayne John, which reverses the name order is a different person as is john Mayne, which only differs because of the lower case in the name John.

<table>
<thead>
<tr>
<th>Name</th>
<th>quarter</th>
<th>sex_pm</th>
<th>main_crop</th>
</tr>
</thead>
<tbody>
<tr>
<td>John Mayne</td>
<td>1</td>
<td>Male</td>
<td>Maize</td>
</tr>
<tr>
<td>john Manye</td>
<td>2</td>
<td>male</td>
<td>Cassava</td>
</tr>
<tr>
<td>Mayne John</td>
<td>3</td>
<td>Male</td>
<td>Bananas</td>
</tr>
<tr>
<td>John Mane</td>
<td>4</td>
<td>Male</td>
<td>Potatoes</td>
</tr>
</tbody>
</table>
More interesting, however, is the variable ‘sex_pm’ where it appears that the only offending observation should be in the fourth row where there is an obvious gap between m and a, and yet, when we look at the data, we find that each entry of ‘male’ has been treated as a different category, see Table 12.2.

The reason all four have been treated as different is because of what is called ‘air’ or leading/trailing blanks. These are often non-perceptible spaces created when you hit the space bar before or after data. Regardless of where the air is, the effect is the same, it changes the entry. For a computer to consider two bits of text as the same, they have to be identical. This includes any leading or trailing blanks as well as the case of the letters, hence the treatment of male and Male as different.

These issues can be addressed: a variable can be trimmed to remove leading and trailing blanks cases of all observations can be standardized (all changed to lower). However, this creates additional work and is a potential source of errors. As a preferred alternative, data can be entered as numbers.

**Table 12.2 Further illustration of the problem with using text rather than numbers when coding**

<table>
<thead>
<tr>
<th>Sex of plot manager</th>
<th>No.</th>
<th>Col %</th>
<th>Cum %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male</td>
<td>1.0</td>
<td>25.0</td>
<td>25.0</td>
</tr>
<tr>
<td>male</td>
<td>1.0</td>
<td>25.0</td>
<td>50.0</td>
</tr>
<tr>
<td>Male</td>
<td>1.0</td>
<td>25.0</td>
<td>75.0</td>
</tr>
<tr>
<td>male</td>
<td>1.0</td>
<td>25.0</td>
<td>100.0</td>
</tr>
<tr>
<td>Total</td>
<td>4.0</td>
<td>100.0</td>
<td></td>
</tr>
</tbody>
</table>

Advantage of using codes

Coding is the process of assigning numbers to text and the document containing all such codes as well as variable names and descriptions is known as a codebook or coding frame. Using codes instead of text has several advantages, which are summarized below:

**Error and ambiguity**: Numbers are less error prone than text. One can enter 10 instead of 1, but that pales in comparison to the errors one can make when entering text. There is also generally no ambiguity with numbers, 1 is 1 but, as shown above, small changes in text introduce ambiguity that impacts data quality. Are Cassava, cassava and cassavva different crops? In the example above, if we had in addition to the household name assigned a numeric household code to each household, we would not have had to worry about spelling mistakes in John Mayne’s name. The same problem would be addressed if, instead of entering the sex variable as male/female, we used 0/1. Lastly, numbers are not case-sensitive, and tend not to have the ‘air’ problem common with text.
**Restrictions:** Most data entry programs allow users to restrict entries in a given column to a range of values (for example, between 1 and 10) or a list (for example, 1, 2, 3). These restrictions, also known as validation rules, would prevent the entry of illegal values unless they are changed. It is harder to set validation rules with text even though you could for example restrict the length of the text entered or create a drop-down list with pre-entered text from which a user can select a response. While these can help, it remains much easier to work with numbers.

**Ready to use:** Data entered numerically are ready to use at subsequent stages. In the example above, entering male/female for the sex variable would require that the variable is converted to a numeric variable before using it in, say, a regression. Related to this point, it is advisable, when designing the questionnaire, to try and pre-code as much as possible. It saves time and costs of data handling and also one source of error: error introduced at the coding stage (Swift, 2006).

**Special issues related to coding**

**Missing data:** Missing data is probably one of the biggest data quality problems and, depending on the fraction or patterns of missing cases, can render a data set unusable. Data can be missing for a number of reasons, what is important is that the end-user knows why data are missing and this requires that one is able to distinguish between different types of missing data.

As an illustration, consider the fictional data in Table 12.3 below, with the variables **ownplots:** whether or not a household has agricultural plots (1 = yes), and **manure:** how much manure the household used (in kilograms).

Imagine that these are the reasons why data on manure use is missing

- 1002: does not own or operate any agricultural plots
- 1003: did not remember how much manure was used
- 1004: respondent refused to answer the question
- 1006: did not apply any manure, used inorganic fertilizer instead

**Table 12.3 Hypothetical data to illustrate problems with missing data**

<table>
<thead>
<tr>
<th>housecode</th>
<th>ownplots</th>
<th>manure</th>
</tr>
</thead>
<tbody>
<tr>
<td>1001</td>
<td>1</td>
<td>10</td>
</tr>
<tr>
<td>1002</td>
<td>0</td>
<td>.</td>
</tr>
<tr>
<td>1003</td>
<td>1</td>
<td>.</td>
</tr>
<tr>
<td>1004</td>
<td>1</td>
<td>.</td>
</tr>
<tr>
<td>1005</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>1006</td>
<td>1</td>
<td>.</td>
</tr>
</tbody>
</table>
The question of manure use is not applicable for household 1002 and, therefore, this household can be excluded from any analysis on manure use. Clearly 1006 should have 0 for manure use. The other two cases are interesting in the sense that if one were to use quantity of manure used as an explanatory variable, one may wish to do something about 1003 and 1004, for example imputation. Lastly, one may be interested in understanding why respondents refuse to answer certain questions. Without codes allowing for these distinctions, it is not possible to do any of this.

Each program will often have its own codes for missing data; the commonly used ones are 99, 999, or 9999. It is ok to use these codes as long as they do not fall within the range of potential values for the variable, that is, it is not advisable to use 99 to denote missing data for age because there can be people aged 99. For PEN, we used negative numbers as codes for different types of missing data as a solution to this problem.

**Observation unit identifier (OUI)**: It is increasingly common to carry out multi-level surveys. One may carry out village surveys for contextual information, household surveys for the household data and plot level surveys for agricultural production data. Moreover, under each category, multi-surveys may be conducted. As an example, to shorten the recall period, PEN chose to use quarterly surveys to collect income data.

In order to combine data from the different surveys, there needs to be a common variable and code that allows the surveys to ‘talk to each other’. This code is the observation unit identifier, a unique code assigned to each household/village and consistent across all surveys in which the village/household appears. It is advisable that this is a number for the very problems related to text data that we discussed above.

**Other**: It is common to use the code ‘other’ for all responses that fall outside known ones. However, while the ‘other’ code is useful to avoid gaps in the data, it is not helpful if a large proportion of your responses are classified as ‘other’. Imagine a table, which shows that the most important crop, contributing 50 per cent of the sector income, was ‘other’. Codes are cheap. It is better to enter as many unique answers as possible, by assigning new codes. Later, during the analysis stage, it is easy to re-classify or re-code these into fewer aggregate codes or the other code.

**Hierarchical coding**: A useful way to create codes is to think of them as being part of a hierarchy that starts with a high level category, a parent code, which is passed on to the subsequent subcategories, child codes. As an example, forests could be coded as 100, natural forests as 110 and closed natural forests as 111. These types of hierarchical codes introduce structure that results in better organization of data. In addition, because the child codes contain information about the parent codes, they give users more flexibility on the level of detail for
analysis. However, this must be used with some care, as codes risk becoming very long (with higher risks of errors in data entry).

**Maintenance of the codebook:** It is advisable to have one person responsible for creating, updating and maintaining the codebook. This ensures that there is no duplication of codes. It is definitely not a good idea to have codebooks developed separately with the hope that they will be merged into a single codebook.

**Coding on or off the fly:** Coding on the fly or coding as you go refers to the situation where one assigns codes concurrently with data entry. As discussed, this is inefficient and error prone. It is advisable that all responses are coded before data entry begins to ensure a smoother and less error-prone exercise.

**Data entry**

The objective of data entry is to accurately transcribe data from the questionnaire to the computer and it should not be confused with data management or data analysis. This may sound obvious, however, it is not uncommon to see data entry sheets such as the one in Figure 12.2 that, in addition to the raw data, may have aggregated data, a codebook and may even include charts. In Figure 12.2, columns A and B are the raw data, D and E are aggregate data, and F–M is a chart plotting the data in D and E. Doing this is a certain recipe for data quality problems and is highly discouraged.

The conventional way to enter data is in what is referred to as a rectangular format, also called the data matrix, illustrated in Table 12.4, where columns are variables (or fields). These generally correspond with questions on the questionnaire. Rows are observations or cases, which would correspond to the observation units of the study (for example, households in a household survey or

![Figure 12.2 An example of how not to proceed: Mixing raw data, aggregate data and data analysis](image-url)
villages in a village survey). Cells are the data on a given variable for a specific observation unit.

In designing the system for data entry, the following should be kept in mind:

**Ease of use:** It is pointless to have a ‘world-class’ data entry system that you cannot use, as this will not only make the data entry process longer, you are also more likely to make data entry errors. That said, what may appear to be an intimidating system may turn out to be easy to use once a user has familiarized themselves with it and so it is worthwhile to try to acquaint yourself with a new data entry system and make a decision based on your experience with it.

**Restrictions:** A good data entry system should allow a user to set restrictions on what type of data is entered in a given column or cell. Examples of restrictions include:

- **Variable type:** This means text (string) or numeric. Once a variable is defined as numeric, you should not be able to enter text, however, the reverse is possible. This also means that once a variable is defined as numeric, you cannot enter ‘NA’ for not applicable and will thus need to create a code for it.
- **Range of values:** As discussed earlier, one of the advantages of working with numeric data is that you can restrict the valid entries for a variable to a range or list. As an example, if the variable ‘maristat’ (marital status) took on four values, married, single, divorced, widowed, then the list of valid entries could be defined to take on values 1, 2, 3 and 4.
- **Precision:** Without going into much detail here, there is no point allowing for decimal points when entering data on the marital status, as all entries are integer values with no decimals. However, for example, the quantities harvested should allow for decimals.

**Graphical user interface (GUI):** Most data entry programmes will have, as the underlying structure, some sort of spreadsheet that stores data in the rectangular format. A few programmes allow the user to design an interface which can ease data entry. This interface could in principle be designed to look like the
questionnaire which then gives familiarity and therefore speeds up the data entry process.

**Which software to use?**

Word processors (such as Microsoft Word) or text editors (such as Notepad) can be used to record and store data, however, these are more suited to recording free-flowing text. It is possible, in word processors, to get the rectangular format by creating a table, but that is all it will be, a table without any of the important features discussed above. As such, word processors and text editors are not recommended for data entry. Some statistical programs such as SPSS\(^2\) allow for data entry and may be used, however, the most commonly used platform for data entry is spreadsheets (for example, Microsoft Excel, Lotus, CALC). The main advantages of spreadsheets are that they have the desired rectangular format by default, their cell contents can be restricted,\(^3\) and users can design and add drop-down menus with pre-coded responses. Their biggest advantage is probably their familiarity. Almost all computer users have had some experience with at least one spreadsheet program and therefore find them easy to use, however, this ‘advantage’ is their Achilles heel because they are as easy to abuse and must therefore be used with great care. Stories abound of data catastrophes resulting from careless use of spreadsheets.\(^4\)

Arguably, the best way to enter data is to use a database. The next logical question is, what is a database and how does it differ from the spreadsheets discussed above? According to Harrington ‘there is no term more misunderstood and misused in all of business computing than database’ (2009, p4) and yet because their importance, there is no shortage of material on them. A comprehensive treatment of this material is covered in database theory, which is beyond the scope of this chapter.

For this chapter, we use the term database to refer to a mechanism that is used to store information, or data (Stephens and Plew, 2001). As with spreadsheets, databases allow users to enter, modify, delete and retrieve data, however, they have additional advantages, which include restrictions on cell contents, the capability of designing a graphical interface to ease data entry and security of data through restrictions on access. Beyond these, one of the most important attributes is the capability of using multiple but related tables to enter data. This is made possible by what is referred to as a primary key, which is the combination of one or more column values in a table that make a row of data unique within the table (Stephens and Plew, 2001). Multiple tables store data efficiently and effectively (Schulman, 2006). For more on multiple tables and the advantages of databases, see Schulman (2006).
Data checking/cleaning

‘I found mothers younger than their children. I found men who claimed to have cervical smears’ (Anonymous, 2007). It is hard to overstate the importance of data checking/cleaning and how distressing it can be. Anonymous (2007) writes that real data gives the angst of wondering whether the people who fill in forms bear any resemblance to the great mass of humanity or whether they got the dog to tick the boxes.

It is not that the enumerators and data entry clerks bear no resemblance with the great mass of humanity. Rather, this can be thought about as the classic principal–agent problem where, if you do not monitor quality and link it to pay, quality plays second fiddle to quantity (data entry clerks are usually paid per questionnaire). Data checking is a way of monitoring quality. Visual inspection is the most basic form of data checking but as the human eye can only see so much, the bulk of data checking should be done by computers, which are faster, more accurate and more thorough. Data should be checked for, among other things, duplicates, illegal entries, missing values, inconsistencies, and outliers.

Duplicates: As discussed above, it is important that each observation unit is uniquely identified, particularly if you work with multiple tables. This ensures that data are assigned to the right unit. In relational databases, this is achieved by the primary key which uniquely identifies each record. However, if a relation database is not used, it is important to check for there not are not duplicates in the record identifier.

Illegal entries: Generally, numeric variables are either discrete or continuous. Discrete variables are those that have a finite set of values, for example, the variable sex will generally take on two values, male or female (which can be coded as 0 and 1 respectively). Continuous variables are those that taken on any range of values. Both types will have illegal entries but it is much easier to identify illegal entries in discrete variables because the set of values is known apriori. Illegal entries can be checked using frequency tables, graphs or queries.

Frequency tables
Given that we know all the possible values a variable can take on, for example, the variable hhc_sex (sex of member) with two values, 0 and 1, a simple table of

<table>
<thead>
<tr>
<th>Sex of member</th>
<th>Frequency</th>
<th>Per cent</th>
<th>Cum.</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>579</td>
<td>53.02</td>
<td>53.02</td>
</tr>
<tr>
<td>1</td>
<td>512</td>
<td>46.89</td>
<td>99.91</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>0.09</td>
<td>100</td>
</tr>
<tr>
<td>Total</td>
<td>1092</td>
<td>100</td>
<td></td>
</tr>
</tbody>
</table>
frequencies will show if there are any illegal entries. In Table 12.5, we see that we have an illegal entry, 3.

**Graphs**
The same information above can be seen graphically as illustrated in Figure 12.3.

![Figure 12.3 Example of uncovering illegal data entry using graphics](image)

**Queries**
While both the table of frequency and the graph can show that you have some illegal entries, they are not efficient for at least two reasons:

1. **Unnecessary information**: When identifying illegal entries, you are not necessarily interested in the distribution of the valid entries and yet both the table of frequencies and the graph show this information.
2. **Culprit not revealed**: While both tell us that we have an illegal entry, 3, they do not reveal which household/membe rh has this illegal entry so you still have to go an extra step to identify the household.

It is therefore better to query the data and print out the offending observations. Queries take the general form:

1. **ACTION**: select, list, print
2. **VARIABLE**: the name of variable(s) you would like to check
3. **SOURCE**: the source of data, typically a table.
4. **CONDITION**: what you consider an error, e.g. values outside a list or range of expected values
As an example, if we wanted to see which household, and which member of the household, has the variable sex entered as 3, the Stata command and output to identify the culprit unit would be:

```
list housecode hhc_pid hhc_sex if hhc_sex < 0 | hhc_sex > 1
```

<table>
<thead>
<tr>
<th>Housecode</th>
<th>hhc_pid</th>
<th>hhc_sex</th>
</tr>
</thead>
<tbody>
<tr>
<td>583</td>
<td>317</td>
<td>7</td>
</tr>
</tbody>
</table>

**Figure 12.4 Example of Stata query to find illegal data entry**

**Missing data:** As mentioned above, gaps should be minimized and codes for missing data should be used. Nonetheless, during data entry, some cells may be skipped in error. As with illegal entries, a simple table of frequencies can show missing data. However, a query will identify the specific offending observation.

**Inconsistencies:** It is common for questionnaires to have interrelated questions, where one question leads to another or where some questions depend on the response given to previous questions. See Table 12.6 for an example from PEN’s A1 survey (see Chapter 1).

You should check that all migrant households (who answer no (0) in question 3, Table 12.6) report how many years they have lived in the village.

**Outliers:** Most data, particularly cross-sectional survey data, contain unusual observations, unusual in the sense that they are inconsistent with the bulk of the data being either too large or too small. Such observations are commonly referred to as outliers.

The most used technique for identifying outliers is the boxplot proposed by Tukey (1977). This method uses ‘fences’ as criteria to label an observation an outlier with values less or greater than the lower upper fences respectively classified as outliers. The fences are defined as \( L_f = P(25) - k \times IQR \) and \( U_f = P(75) + k \times IQR \) for the lower and upper fence respectively, and where \( P(25) \) and \( P(75) \) are the 25th and 75th percentiles, \( IQR \) is the interquartile range \((P(75) - P(25))\) and \( k \) is an arbitrary number. In general, a value is a mild outlier if it falls outside (above and below) the fences given by \( k = 1.5 \) and an extreme outlier when \( k = 3 \).

However, Hubert and Vandervieren (2008) note that when the data are skewed, usually too many points are classified as outliers. We found this to be a real and big problem in the PEN data set, for example, price data tended have spikes/lumps because of very little variation in product prices for any given product unit combination. Our data were also skewed, for example, data on agricultural input use tended to be skewed to the left with the bulk of the households using none or very small quantities. Because of this, we wrote a Stata program – obsofint – (Buis and Babigumira, 2010), an implementation
of Tukey’s fences combined with the rule of huge error outlier labelling method with some modifications to account for skewed or lumped data.

**Conclusions**

A good quality data set is a basis for useful information that informs policy and aids decision-making. Practically, a good quality data set lends itself to multiple visits by the same or different users, likely yielding new insights with each visit. In contrast, bad quality data may lead to wrong interventions, is frustrating to use, and may ultimately be rendered unusable and discarded, which would be a highly undesirable outcome given the costs and time spent collecting the data.

While data entry and checking are further downstream in the research process, they should not be dealt with in an ad hoc manner, rather, they should be incorporated at the outset so that they can inform and be informed by the research process. Do not wait until the survey is done to begin thinking about data entry and storage. As you design the questionnaire, think about how data will be entered and stored and, if possible, concurrently design your data entry system.

It is better to enter numerical rather than text data so try to code all categorical responses prior to data entry. One person should maintain the codebook and existing codes should never be overwritten. Instead, add new codes and do not worry about the size of the codebook. Try not to create aggregate codes at the coding stage as you can easily do this when the data have been entered. Remember that aggregating data comes at the cost of loss of detail. You can aggregate codes but you cannot disaggregate them once the data have been entered.

In trying to get good quality data, the winning strategy is ‘prepare and prevent’. Think about the potential sources of error and try to put in place mechanisms to minimize the errors. Lastly, leave a paper trail. Documentation improves data quality so record as much as you can while you still remember.

**Table 12.6 An example from PEN’s A1 survey**

<table>
<thead>
<tr>
<th>Question</th>
<th>Answer</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>3. Was the household head born in this village? If ‘yes’, go to 5.</td>
<td>(1-0)</td>
<td></td>
</tr>
<tr>
<td>4. If ‘no’: how long has the household head lived in the village?</td>
<td>years</td>
<td>years</td>
</tr>
</tbody>
</table>

(Data Entry and Quality Checking  205)
Key messages

- Use codes instead of text, if possible.
- Data entry is about entering data and should not be mixed with data analysis.
- Ensure that all observation units are assigned unique codes.
- Don’t wait until the end of all field work to start thinking about data entry.

Notes

1. See www.multiple-imputation.com for some references.
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Chapter 13

An Introduction to Data Analysis

Gerald Shively and Marty Luckert

Since the behaviors to be sought are unknown, computers cannot be instructed to watch out for them. Computers can 'keep track' of a complex of behaviors, but only the human mind can discern.
R. Buckminster Fuller (Intuition, 1972, Doubleday, New York)

Introduction

Data analysis is generally undertaken to tell a story. The researcher is seeking answers to questions that when revealed, will captivate the audience in terms of their insights and relevance. The process of analysing the data, in a way that tells a compelling story, requires the researcher to pursue two general aims: to describe and to explain. The first aim of data analysis, and the one that constitutes the initial stage of analysis, is to accurately describe a situation of concern. Descriptions may be used to characterize patterns of behaviour and outcomes observed among respondents in the research sample. For example, the goal might be to better understand who uses and relies on forests – whether it is the rich or the poor, the young or the old, long-term residents or recent migrants. Provided one has collected the right information, one should be well-positioned to answer such questions.

Describing what has been observed is a laudable and necessary goal, since without a basic understanding of the data one may not be confident in her ability as a researcher to cast light on the issues that motivated the research in the first place. Furthermore, describing a situation that is not well-studied is in itself worthwhile. Descriptive analysis allows one to answer questions regarding the who, the what, the where, the when and the how.

For most forms of social science research, however, description alone will be insufficient for telling a compelling story. The underlying question of why one observes certain patterns in the data will be the one that pushes the research
agenda forward. This second and deeper motivation for undertaking data analysis is to explain reasons behind patterns of behaviour and outcomes observed among respondents in the research sample. In fact, many researchers regard these types of explanation as the highest calling for a researcher, especially if one is interested in conducting research that is relevant to policy-makers. So, for example, if one finds that the poor rely on forests more than the rich, or the young rely on them more than the old, the background causes are important. Do the observed patterns reflect low agricultural capacity, surplus labour in the household or something else? If the goal is to communicate research findings in a way that maximizes the opportunity to have influence and impact, explanation is the litmus test for research.

Though data analysis can take many forms (see Box 13.1), our emphasis in this chapter is on statistical methods. To the extent the sample is representative of some larger population (see Chapter 4), statistical analysis can allow one to use the knowledge of the sample to generalize about what is happening in the underlying population of interest. Because there are many statistical approaches, of varying degrees of sophistication, it is neither feasible nor appropriate for us to provide in this chapter a set of comprehensive guidelines for conducting data analysis. Instead, we introduce some ideas to get started and illustrate some basic approaches using examples from data sets that we have used in our own research.

We begin by discussing ways to describe and explore the data, including the use of statistical tools and graphical approaches. We then discuss how hypothesis-driven analysis can be used to lead descriptive analysis towards explanatory analysis. Unfortunately, the use of statistics for explanatory analysis presents numerous common pitfalls. We briefly discuss some of these and then conclude with some final tips.

**Box 13.1 What type of analysis?**

The assumption maintained in this chapter is that the reader is interested in statistical analysis, which involves analysis of population characteristics by inference from sampling. This approach typically involves the calculation of sample statistics and the application of statistical tests to establish the validity of hypotheses or the strength of hypothesized relationships.

Other approaches to analysis that seek to explain observed patterns in data include the use of simulations, optimization methods, case studies (that allow analytical, rather than statistical generalization) and more qualitative approaches.
Exploring and describing the data

Exploratory analysis typically begins with the calculation of basic descriptive statistics. This may rely on univariate methods (studying a single variable observed in isolation), bivariate methods (examining the relationship between a pair of variables) or multivariate methods (studying associations among a group of variables). For continuous variables, descriptive univariate statistics include measures of central tendency (such as means, medians and modes), as well as measures of spread (such as ranges, variances, standard deviations and coefficients of variation). These indicators provide insights into the data and give a picture of ‘typical’ or ‘average’ characteristics or performance, as well as a rough idea of dispersion in the data. In addition to computing such sample statistics, simple graphical methods can be used to explore the way values of a variable are distributed within a sample. Frequency and percentage histograms (or kernel density estimators) are used for this purpose and provide a very useful way to visualize the data, either to understand how data may be clustered or grouped, or to identify observations that take on extreme values, and which are therefore worthy of further investigation. As an example, Figure 13.1 illustrates the use of a histogram to display the distribution of forest clearing among a sample of 121 agricultural households in the Philippine province of Palawan.²

The histogram in Figure 13.1 helps us to visualize that the majority of households in the sample (nearly half) cleared little or no land, and that the remainder cleared a modest amount ranging up to 2ha. The histogram provides information that would be hard to ascertain from looking at the mean (0.38ha)

![Figure 13.1 Forest clearing among agricultural households in the Philippines, 1995](image-url)
and standard deviation (0.48ha) alone. The curved line superimposed on the histogram is an estimate of what the distribution would have looked like had it been distributed following a normal, or bell-shaped, curve. Among the things we learn from Figure 13.1 are that the variable is not normally distributed (because much of the mass of the distribution is located at zero), and that the response ‘1ha’ appears more frequently than one might expect (quite possibly because of an anchoring effect in which households tended to report 1ha as an approximation to an amount close to but not exactly 1ha).

At the initial exploratory stage of analysis, it is useful to generate simple descriptive statistics and frequency histograms for all continuous variables in the data set. This is a good way to begin to understand the characteristics of the data. For categorical variables – those that take on discrete values – tables of frequencies or proportions can be used to explore the data. This kind of basic exploratory analysis is often combined with data cleaning in an iterative manner, in which the results from descriptive or visual analysis are used to investigate observations of particular interest or concern in the data set (see Chapter 12).

Initially, the exploration of the data will rely on unconditional measures. Statistics are said to be ‘unconditional’ unless the researcher has partitioned (conditioned) the data along some particular dimension represented by some other observed factor in the data set. As an example, one might think about farm size in an overall sample of farm households (in other words, the unconditional mean and standard deviation) and contrast this with farm size for female-headed and male-headed households (the mean and standard deviation conditional on the sex of the household head). Table 13.1 contains exactly these descriptive data for a sample of 380 households in rural Malawi.\(^2\) The data illustrate that farm size among male-headed households is somewhat higher than among female-headed households (1.7ha versus 1.1ha). The coefficient of variation, a measure of spread defined as the standard deviation divided by the mean, suggests that farm size is also somewhat more variable among males. Whether

---

**Box 13.2 Choosing software**

When undertaking data analysis, researchers often have a wide range of statistical software packages from which to choose. Most packages support many of the same types of statistical tests. Therefore the choice of what software to use may depend on other considerations, such as availability, familiarity, cost and access to support. But for some applications (for example, time series analysis or the use of limited dependent variables), more specialized software, or software that runs specific sub-programs that other researchers have developed, may be useful.
higher variance among male-headed households represents more observations above the mean, more observations below the mean or more of both, cannot be determined from the data in Table 13.1. Instead, one might need to go back to the data and plot separate histograms for male-headed and female-headed households in the data set.

Important, the foregoing example illustrates that univariate measures alone may mask important differences in one’s data. For this reason, it is frequently useful to graduate to the use of bivariate statistics as a way of looking at two variables in combination. For continuous variables, choices include bivariate scatter plots between variables that are believed to be related, or the computation of pair-wise correlation coefficients among variables. Figure 13.2 is a scatterplot showing observed combinations of labour and maize output for upland maize farms in the Philippines (part of the same sample used in Figure 13.1).\(^3\) The scatter plot uses a dot to represent each labour – output combination in the data set, and therefore shows the empirical bivariate relationship between input (labour) and output (maize). A simple linear regression line has been superimposed over the cloud of data. This kind of plot is useful for looking at

![Scatter plot](image)

**Figure 13.2** Labour and output among agricultural households in the Philippines, 1995

### Table 13.1 Farm size (in hectares) among a sample of rural households in Malawi

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>Standard deviation</th>
<th>Coefficient of variation</th>
<th>Number of observations</th>
</tr>
</thead>
<tbody>
<tr>
<td>All households</td>
<td>1.6</td>
<td>1.5</td>
<td>90%</td>
<td>380</td>
</tr>
<tr>
<td>Female-headed</td>
<td>1.1</td>
<td>0.6</td>
<td>59%</td>
<td>56</td>
</tr>
<tr>
<td>Male-headed</td>
<td>1.7</td>
<td>1.5</td>
<td>88%</td>
<td>324</td>
</tr>
</tbody>
</table>
the potential directions and magnitudes of association in the data. It can also be helpful for identifying questionable observations that might not look unusual in the context of a histogram but might be unusual in a bivariate setting. For example, high yields might not be surprising in isolation, but might be a concern if they are associated with low levels of labour or fertilizer use. As above, such observations might be candidates for further investigation.

In some cases, more powerful graphing features can be used to examine statistical relationships between two continuous variables in greater depth. For example, Stata provides a number of ways to produce graphs that include statistical confidence intervals around a fitted regression line. Figure 13.3 is a polynomial regression based on data from two districts of Western Uganda. The figure, which is based on 284 observations, shows the relationship between farm size and the share of household income derived from forests. The figure is suggestive of a U-shaped relationship in which households with the smallest and largest farms derive larger shares of income from charcoal production than those with landholdings in the middle of the distribution.

Before concluding too much from Figure 13.3, however, we should consider the issue of statistical confidence. Statistical confidence simply refers to how certain we can be that a particular outcome or pattern in the data arises by ‘more than chance’. Statisticians usually refer to confidence in terms of confidence intervals (CIs). The shaded area around the line in Figure 13.3 is a 95 per cent confidence interval for the relationship indicated by the line. The shaded area is rather narrow at the left-hand side (corresponding to observations of small farms) and rather wide at the right-hand side (corresponding to observations of large farms). One benefit of including the 95 per cent confidence interval as part

**Figure 13.3** Farm size and forest income shares in Uganda, 2008
of the plot is that we can immediately see that the purported U-shape relationship is statistically weak at the upper end of the farm size distribution. The reason for the wide confidence interval, it turns out, is that relatively few observations with large farm sizes are seen in the data. As a result, the bivariate relationship in this region of the data cannot be estimated with much statistical precision and one cannot really rule out the possibility that the relationship is different (and perhaps even monotonically decreasing). Although the data are attempting to tell a story, in this case, we must be careful about reading ‘too much’ into the data. Another way of saying statistical confidence is low, is to say the data provide limited support for the story. As always, however, absence of evidence is not necessarily evidence of absence. As was indicated in Figure 13.3, there may be cases where there are too few observations, creating wide confidence bounds, which confound the ability to conclude whether a relationship exists. Moreover, true bivariate relationships sometimes can be masked by confounding variables that have not been accounted for.

**Hypothesis-driven analysis**

Establishing clear and testable hypotheses can be the most important part of the research, as argued in Chapter 3. Establishing hypotheses is an integral part of the story that one will be telling. A good hypothesis keeps the analysis and the audience’s attention focused on policy-relevant implications that arise from the data. Moreover, a well-specified hypothesis creates valuable information after the results of the statistical tests are known.

If this ‘hypothesis-driven’ stage of analysis is outlined well, then one will know what one is doing, how one is going to do it and why. An example of a clear and testable descriptive hypothesis is the following:

*Low-income households rely more heavily on forest-based income, in relation to their total income, than households with higher incomes.*

This hypothesis is said to be ‘testable’ or ‘falsifiable’ because data can be used to support either this conjecture or the alternative, namely that low-income households are no more or less reliant on forest-based incomes than those with higher incomes.

While stating our research question in the form of a testable hypothesis is useful, it does not necessarily provide an unambiguous way forward. To sharpen this hypothesis further, it would probably be necessary and useful to clearly identify some variables and concepts. For example, what do we mean by ‘rely on’? How are we defining income? What constitutes forest-based income? What
do we mean by ‘low’ and ‘high’ incomes? Only after we have carefully defined the variables that we are using, and clearly articulated the underlying concepts, can we be sure about what we are actually testing. Defining variables and concepts clearly and carefully, and communicating those definitions and concepts to readers is a constituent part of data analysis. The importance of accurately constructing and defining variables cannot be overemphasized, since a hypothesis test that relies on the use of flawed or misunderstood variables can be misleading and therefore worse than no test at all.

From a broader perspective, if the ideas regarding the hypotheses are not clear, or the underlying concepts are muddled, then one will likely flounder with little basis for directing the inquiries. For example, a less clear statement of the hypothesis provided above could be something such as ‘forests are important to households’. In the first instance, one could calculate proportions of different types of income as part of household portfolios, and test whether they are significantly different for sub-groups of the sample (for example, low-income and high-income households). In the second instance, the hypothesis is not stated in a clear enough way. For example, it is not clear how ‘important’ is defined, so it is not clear how the importance will be measured or related to forests. The second statement is actually more akin to a general research question (for example, ‘are forests important to households?’) than a falsifiable hypothesis.

Even in the more sharply constructed form, however, our example of a clear and testable hypothesis, remains rather general. Though such a descriptive hypothesis can be useful, as mentioned above, scientists are generally not satisfied just describing what is. Rather, they are usually more interested in understanding why things are as they are. Along these lines, a clear explanatory hypothesis would be:

\[
\text{A shortage of agricultural land among poorer households leads them to rely more heavily on forest-based incomes compared with relatively richer households.}
\]

An explanatory hypothesis such as this typically postulates cause-and-effect relationships among multiple variables. In this multivariate setting, at least three variables would be necessary to support a test of the hypothesis: agricultural land holdings, forest-based income and a measure of wealth and/or income. More realistically, a number of additional variables (for example, location, household size, education) would also be included in the analysis to control for conditioning factors that could also influence the relationships among the variables of interest. Multiple regression analysis is the approach most frequently relied upon for this kind of analysis.
Using regressions to analyse cause-and-effect relationships among multiple variables involves making choices regarding what variables to include and evaluate in a regression. On what basis should these choices be made? In most social sciences, cause-and-effect relationships arise from theory. In economics, theoretical models can provide a rigorous basis for the types of variables to include in analyses. For example, theory related to supply and demand suggests that both of these are dependent on prices and quantities. Formal theoretical models are used to specify hypothesized cause-and-effect relationships, made up of dependent and independent variables. These more simplified relationships that arise from complex theoretical models are frequently referred to as 'reduced form' equations. For most empirical studies in economics, theory has already been developed and reduced forms have already been estimated for many types of empirical relationships. Therefore, to establish a hypothesis, one can sometimes rely on theoretical and empirical work that has already been done in other places.

To sum up, hypothesis-driven data analysis is often the preferred way of pursuing research questions, but must also be practiced cautiously as it can constrain and/or bias data analysis. A researcher needs to keep an open mind regarding alternative approaches and the interpretation of unexpected results. In the next section, we review a number of key concepts that can help one to sift through the complex relationships in the data that are formed into the story.

Common statistical pitfalls in interpreting the story in the data

Interpreting data largely arises from trying to identify patterns that may or may not support the hypothesis. But an accurate interpretation of those patterns may be obfuscated by a number of different issues. Though each of these issues represents a large area of inquiry in econometrics, below we talk about some things to look out for and briefly introduce some possible solutions.

One key issue in analysing data is the distinction between correlation and causation. Correlation implies that two variables (after controlling for other effects in a multivariate setting) are related, or move together, either positively or negatively. Given the universe of variables that can be measured, we would expect to find correlations between many variables. But a key consideration is whether these relationships are actually measuring relationships that are meaningful (Box 13.3). That is, are the correlated variables supporting an explanatory hypothesis, or do they just happen to be moving together by chance? Continuing with the example from above, we may find that households
with smaller amounts of agricultural land, and those with more household members born in even-numbered years, rely more on forest-based incomes than their sample cohorts. Though both of these variables may be correlated with a heavier reliance on forest-based income, the second correlation is likely ‘spurious’. Only the first could be reliably hypothesized to influence our variable of interest in a causal manner. Further to our discussion on hypothesis-driven research above, the variable on access to agricultural land has a theoretical foundation that establishes the hypothesis, while the variable on even-numbered years does not. The key point is that correlation is a necessary but not a sufficient condition for drawing helpful conclusions based on one’s analysis. We are ultimately interested in causation, which combines correlation with a logical basis for hypothesizing cause and effect, rather than correlation alone.

Closely related to the issue of causality is the distinction between dependent and independent variables. Strictly speaking, dependent variables belong on the left-hand side of a regression and independent variables (those determined independently of the outcome variable) belong on the right-hand side. Unfortunately, the term ‘independent’ is often used loosely (and mistakenly, in our view) to refer to right-hand side variables in a regression, regardless of whether they are truly independent of the outcome variable of interest. Sets of independent variables are sometimes referred to as control variables, because they are understood to be factors that one controls for when exploring other bivariate or multivariate relationships. For example, even if we are only

---

**Box 13.3 Measuring impacts**

The desire to move beyond correlation to assess causation raises some tricky issues related to statistical design. The gold standard for measuring impacts is the randomized controlled experiment in which experimental subjects are randomly assigned to treatment and control groups, and variables of interest are measured before and after the treatment in order to assess treatment impact.

Unfortunately, it is rarely the case that researchers can conduct randomized controlled experiments on variables of policy interest or concern. Instead, a variety of methods have been developed in an attempt to measure programme or policy impacts in the absence of randomization. The main approaches include regression on covariates, use of instrumental variables techniques, matching methods and regression discontinuity designs.

These methods are described in greater detail by Angrist and Pischke (2009).
interested in the bivariate relationship of whether a donor project has increased agricultural income, we would nonetheless likely need control variables that correct for differences in other factors that could have influenced income, such as weather. Control variables may also be thought of within the context of conditional means. In the example above, the weather control variable is simply the variable that we condition on when calculating a conditional mean of agricultural income.

If one has not previously encountered the distinction between endogenous and exogenous variables, then it is important to think about this concept as well. Exogenous variables are those that are assumed to be outside the context that is being studied, and therefore assumed to not be affected by the behaviour underlying the explanations that emerge in the analysis. For example, fluctuating weather or changes in national policies may influence agricultural income, but they are generally assumed to be exogenous because they are not thought to be influenced by the individuals in the study. Note, however, that the scale of the analysis could influence the credibility of the assumption regarding whether a variable is exogenous. For example, if one is considering the agricultural production behaviour of people within an entire country, then the aggregated results of this large group could influence national policies, creating doubts regarding whether changes in national policies are exogenous.

Exogenous variables share a lot of features with independent variables. In contrast, endogenous variables are those that are typically co-determined with other variables examined in the analysis. Strictly speaking, endogenous variables belong on the left-hand side of a regression, with exogenous variables (their causal forces) appearing on the right-hand side. However, in some settings it may be the case that one wishes to place a variable on the right-hand side of a regression that is endogenously determined along with the dependent variable. In this case, econometricians have developed a number of approaches to deal with this situation. A short example is useful for illustrating the thought process that underlies how this issue might be addressed.

Consider the goal of measuring whether a household’s use of forest resources influences decisions regarding the use of agricultural inputs (such as improved seed or fertilizer). One hypothesis might be that income from the sale of forest products facilitates the purchase of agricultural inputs, since cash from the former may be needed to purchase the latter. An alternative hypothesis could be that households tend to specialize in their activities, and therefore that use of forests tends to compete with agricultural activities. In this case, forest income will be negatively correlated with input purchases. The central problem with investigating this issue is that decisions to use forests and decisions to purchase agricultural inputs may be made jointly or contemporaneously, in a way that each influences the other within a specific window of time. This might be
because both decisions have implications for the use of household labour, and
the allocation of labour to one activity is related to the allocation of labour to
another. In other words, one cannot treat either factor as exogenous to the other;
we say they are ‘endogenously determined’. Strictly speaking, the inclusion of
one variable, say forest income, as an explanatory variable for the other, input
purchases, violates an important assumption upon which Ordinary Least
Squares regression (OLS) is predicated.6

One way to approach the analysis of this question might be to measure the
variables of interest at different points in time. If forest income is observed in
period 1 and input purchases are observed in period 2, then forest income might
be reasonably considered exogenous from the point of view of period 2, and one
could estimate a regression with period 2 input purchases as the dependent
variable and period 1 forest income as the independent variable.7

Another approach would be to search for a variable to serve as an
‘instrument’ for forest income. Such a variable is called an instrumental variable
if it is (a) highly correlated with forest income, but (b) uncorrelated with the
error term associated with the input purchases. What kind of variable might
serve this purpose? One candidate might be proximity to the forest. If it turns
out that distance to the forest is a good predictor of forest income but not
correlated with agricultural input purchases, then one could start with a
regression in which forest income is explained by distance (presumably higher
for those closer to the forest). After running that regression, the predicted values
of forest income are then constructed and saved for inclusion in the input
purchase regression. This ‘instrumented’ version can stand in place of the
original variable since it contains only the component of income that is related
to distance, which we have determined is uncorrelated with input purchases.

Having carefully contemplated issues related to causality and endogeneity in
the data set, four additional concerns are worth some examination. First, it is
important to define variables precisely and to understand what they represent.
We highlighted this idea earlier, but it is always important to clearly distinguish
such things as direct measures versus proxies; stocks versus flows and aggregate
versus per unit comparisons. Additionally, we emphasize that units of
measurement always should be defined. For example, the educational level of a
household can be expressed by years of formal schooling of the household head,
the average number of years of schooling of all household members or the
maximum number of years of schooling in the household. Clearly indicating the
units of measure helps others interpret your results and compare/contrast them
with other findings in the literature.

Second, some relationships are non-linear. For this reason, it may be useful
to consider using quadratic terms for an explanatory variable in a regression (for
example, farm size and the square of farm size, under the assumption that farm
size might have a diminishing effect on the dependent variable). For the same reason, researchers often use logarithmic transformations of dependent or independent variables in their regressions. Because linear regressions assume a linear relationship between dependent and independent variables, it may fail to uncover a relationship that is non-linear. U-shaped relationships (see Figure 13.3) or relationships with other patterns of strong curvature may be better discovered and studied using transformations of the data.

Third, one should be prepared to check the robustness of the results to alternative specifications or alternative interpretations/hypotheses. In the most general terms, robustness refers to how well the interpretation of the data holds up to potential alternative specifications. So, for example, one might be interested in whether an observed regression result is robust to the inclusion of additional explanatory variables, or whether the patterns observed are similar for important subsets of the data. If a wide range of specifications all suggest the same relationship, then one can be more confident about concluding the relationship exists.

Finally, it is important to make sure that the choice of a regression model is properly matched to the form of the dependent variable under examination. Most outcome variables of interest are continuous, and therefore properly suited to OLS regressions. But in other cases, variables may be categorical or take on values that mean OLS is inappropriate. In many instances, in fact, the researcher will have some choice in determining what form of a variable to use for analysis. Consider, for example, a variable to indicate income from forest sources. Table 13.2 presents five possible variables for forest income in a sample of 219 households from Uganda. The first three variables are continuous and, under most situations, could probably appear as the dependent variable in an OLS regression. However, the fact that some households report zero values for cash, subsistence or total forest

### Table 13.2 Measures of forest income among 219 households in Uganda, 2007

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cash forest income</td>
<td>Total annual household income from sales of forest products (in UgSh)</td>
<td>50,034</td>
</tr>
<tr>
<td>Subsistence forest income</td>
<td>Total imputed annual value of forest products used by household (in UgSh)</td>
<td>72,095</td>
</tr>
<tr>
<td>Total forest income</td>
<td>Combination of cash and subsistence income (in UgSh)</td>
<td>122,129</td>
</tr>
<tr>
<td>Share of forest income</td>
<td>Total forest income divided by total income (share)</td>
<td>0.15</td>
</tr>
<tr>
<td>Forest income</td>
<td>Binary indicator of forest income: 0 if forest income = 0, 1 if forest income &gt; 0</td>
<td>0.95</td>
</tr>
</tbody>
</table>
income means that these variables are truncated at the lower end of their distribution by values of zero. For this reason, a researcher might choose to use a one-tailed Tobit regression to analyse them. A Tobit procedure fits a non-linear regression line through the data and, in the case of a lower bound, requires all predicted values to fall above the lower cut-off point (here, 0). In the case of the variable for the forest income share, the observed values are, by construction, bounded between 0 and 1. Values of 0 correspond to households with no forest income. Values of 1 correspond to households that receive all income from forests. For this variable, a Tobit model might again be called for, in this case a so-called ‘two-tailed’ Tobit, with a lower limit of 0 and an upper limit of 1. In general, the more observations in a sample that occur at one or both censoring points, the larger the bias associated with using OLS for the regression. Finally, the last variable listed in Table 13.2 is a binary indicator of forest income. This variable is again bounded between 0 and 1. But in this case the variable can only take on values of 0 and 1. Values of 0 correspond to households with no forest income, and values of 1 correspond to households that reported non-zero forest income. For this variable, the appropriate regression model would be either a Logit or Probit model, both of which predict a household’s probability of being either 0 or 1. Which definition of ‘forest income’ one chooses to use will depend on the context of the analysis. In some instances, a researcher may want to work with models for all forms of the variable, since each tells a somewhat different story about forest income in the sample. The important thing to keep in mind is that the specific form of the variable used may call for a different type of regression model. Fortunately, most statistical packages make it easy to use the right model.

Conclusions and final tips

As suggested above, perhaps the most important thing one must aim to do when conducting the analysis is to listen to the data; that is, allow the data set to speak for itself. This can be especially difficult when one is out to prove or disprove an important point and, for this reason, adopting a high degree of objectivity is essential. The foundation for analysis is a solid and dispassionate understanding of the quality of the data and the context in which it was collected. This understanding will help us to know what can and – of equal importance – cannot be said based on the data. In pursuing the data analysis, one will want to repeatedly return to the storyline, building an evidence-based approach to testing conjectures. As part of this process, it helps to play to the strengths of the data set, while trying to remain objective, honest and self-critical. The data set may present many different and conflicting patterns, and it is important to
exercise caution so that preconceived notions do not constrain the analysis. Instead, it is important to think broadly and try to let the data tell the story.

Despite the potential complexity in the data analysis, there are some simple things one can do to increase the rigour and integrity of the analysis. As one struggles with potentially complex explanations, do not overlook more simple ones. Are the stories that are emerging actually believable? The researcher may have gotten so close to the data that he or she has failed to see that what is proposed is incredulous (see Box 13.4).

One way to add perspective to the analysis is to run the ideas past colleagues. Multiple points of view can be crucial in figuring out how to allow the data to tell the story. It can be especially important at initial stages to present the work in lunchtime seminars or small conferences. Young researchers are often afraid to present their work, especially when conclusions are tentative and analysis is ongoing, but these are the conditions that add the greatest value to feedback from colleagues because it is received at a stage where it can be fruitfully used. Whether one presents the work in public or not, it can also be very important to find a reliable colleague who is willing to serve as a sounding board. If both are at early stages in the careers, this can be the start of a mutually beneficial relationship to exchange papers, ideas and constructive feedback.

Another issue that is often overlooked is the importance of keeping good notes during the analysis stage, including a daily log of the activities and

---

**Box 13.4 Passing the ‘laugh test’**

Researchers often focus on developing elaborate and complex theories about patterns in their data and then develop hypothesis tests aimed at supporting that theory. But many observers suggest a key way to scrutinize one’s analysis is to ask whether it passes the ‘laugh test’.

Does the explanation for observed patterns in the data stand up to clear and simple logic? Do informed colleagues find it believable? Would the respondents from the survey find the explanation logical?

If the answer to any of these questions is ‘no’ or if the explanation for observed patterns is so convoluted that it seems hard to believe (and explain) – in other words, if the explanation might lead people to laugh at its absurdity, then one may need to rethink it, even if the data seem to support the conjecture.

That is not to say that conventional wisdom is always right, or that complicated explanations are wrong. Just keep in mind that clear and simple explanations are often the best.
well-documented notes on programs and data sets. Although documenting every step of the analysis and every statistical procedure can seem tedious and time-consuming, in the long run such steps can save many hours of frustration if it becomes necessary to retrace the steps or revise and recreate a data file. In addition, the potential for making mistakes when ‘working on the fly’ is always great. Many researchers can tell horror stories about simple manipulations of their data sets that were undertaken when it was late or they were tired and frustrated. The strategy looked good at the time but proved problematic upon later (and closer) inspection. Being able to easily undo something may require meticulous records. Furthermore, what seems obvious at the time when done may seem much less obvious six months, a year or two years later when a journal reviewer has asked for clarification or an alternative specification of a model. Having good notes and a set of programs that are well-documented may be the deciding factor between getting an article published and having several years’ worth of efforts end in frustration.

**Key messages**

- Make sure your analysis is motivated by a story. This helps to isolate the variables of interest and to construct your analysis in a way that moves from description to explanation.
- Clearly distinguish between correlation and causation. Do not infer the latter from the former and take care to correctly account for any endogeneity that may exist between dependent and independent variables.
- Do not underestimate the power of descriptive analysis, especially graphical analysis. Important relationships may be easiest to discern visually and all econometric work should be preceded by careful visual exploration of the data.

**Box 13.5 Further reading**

There are dozens of good econometric reference books, but three widely used are Wooldridge (2001), Cameron and Trivedi (2005) and Greene (2008). More basic books for beginners include Kennedy (2008), Cameron and Trivedi (2009), Gujarati and Porter (2009) or Wooldridge (2009).

For software, our obvious bias rests with Stata as a statistical package, based on its ease of use, comprehensive documentation and large community of users. Numerous books on how to get started with Stata are available. We think a good place to begin is with *A Gentle Introduction to Stata*
A number of different statistical software packages are available (see Box 13.2). Figure 13.1 was generated in Stata using the command: `hist cleared_area, percent bin(10) normal`

Table 13.1 was generated in Stata using the command: `tab fhoh, sum(farmsize)`

Figure 13.2 was generated in Stata using the command: `twoway (scatter lny lnl) (lfit lny lnl)`

Figure 13.3 was generated in Stata using the command: `twoway (fpfitci share farmsize)`

In the language of econometrics, a variable on the right-hand side of a regression is said to be endogenous if the variable itself is correlated with the error term in the regression. In such a case, an Ordinary Least Squares (OLS) regression – see note 6 – is flawed.

OLS regression is a means of fitting a line to data based on minimizing the square of the distance between data points and predicted points on the estimated line.

Still, one has to be careful proceeding in this manner. From one perspective, forest income could be considered a ‘lagged endogenous variable’. In other words, while the variable itself is observed in the past, the factors that influence it (habit, custom or circumstance) may persist into the future and be just as endogenously connected to the period 2 decision as if the period 1 variable were observed in period 2. Treatment of lagged endogenous variables goes beyond the scope of this chapter. Readers interested in the subject of endogeneity should consult a reliable econometrics textbook, such as Greene (2008).

If logarithmic transformations are used, the interpretation of variables is different. The parameter becomes an elasticity that represents a percentage...
change in the left-hand side variable for a percentage change in a given right-hand side variable. To ease in interpretation of these models, it is common to take the log transformation of all variables in the model, creating what is termed a log–log or log–linear model.
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Chapter 14

Communicating Research for Influence and Impact

Brian Belcher, Ronnie Babigumira and Theresa Bell

Good communication is as stimulating as black coffee and just as hard to sleep after.
Anne Morrow Lindbergh (1955, Gift From the Sea, Pantheon Books)

Communicating research

In the myth of the classical research cycle, the researcher develops an idea with a solid theoretical foundation, elaborates the conceptual model and hypotheses, collects and analyses the required data and then ‘writes it up’ as a lucid and compelling paper or thesis. The paper then influences its readers and so contributes to the advancement of the science. In practice, such a linear process would be unlikely to be successful, especially if success is measured in terms of the influence the research achieves. Socially and politically relevant research requires engagement and iteration. Moreover, such a strictly sequential process would be isolating, particularly for an inexperienced researcher. ‘Writing up’ can be a lonely and painful experience if it is all left to the end, and many a PhD has foundered at this stage. In this chapter we consider the process and the key elements of successful research communication.

We begin with the assumption that the research aims to be policy relevant. Indeed, there is increasing pressure on researchers and research organizations to demonstrate their worth with evidence of impact. In academic work, evidence may be sought in the form of publication records, with increasing attention to citation indices and journal impact factors. There is also increasing emphasis on measuring research achievement in terms of uptake (evidence that influential people/organizations have used research information), influence (evidence of changes to policy or practice) and impact (evidence of actual livelihoods and/or
environmental benefits ‘on the ground’) (Meagher et al, 2008). Contemporary understanding of the role of research in policy-making recognizes multiple and iterative pathways. Peer-reviewed publications remain a fundamental part of research communications, but there are ways of doing research and of reporting it that can make the research more effective. Moreover, there are other ways of communicating research that can complement and supplement journal articles to help get the message across.

The first step is to ensure that the research focus is relevant and important. It is a recurrent message throughout this book, but it is truly the key to success. When it comes to reporting, the basic guidance is simple: be clear about who you are talking to and what message you want to deliver, then tailor the writing accordingly. There is plenty of good advice regarding how to write. There are books, online resources and university writing centres (Box 14.2). But it is not always easy to know who the audience really is. Who are you trying to influence? What argument will move them? How can the research results and recommendations be presented most effectively? The chapter begins with a brief discussion of how research can influence policy, and specifically regarding the policy environment for international development research. We then discuss the research itself and the kinds of information and analyses that can be influential. Then we look at the writing process, with hints and tips on how to present empirical data in an accessible and informative way. Finally, we consider the publishing process, and again offer some suggestions to increase the effectiveness and the success of submissions.

Influencing policy

‘Policy aims for continuity or change of a practice, including plans and their evolution when put into practice (that is, the “how” as well as the “what” of decisions)’ (Shankland, 2000, cited in Crewe and Young, 2002, p3). Whether and how research influences policy is a well-established topic of inquiry for social scientists. In the 1950s, Lasswell suggested a model of the policy-making process as a series of stages during which information is rationally considered by policy-makers, but that model has been contested for at least 30 years (Crewe and Young, 2002). Modern concepts see it as a complex interplay between political interests, competing discourses and the agency of multiple actors (Keeley and Scoones, 1999; Crewe and Young, 2002). Research can inform the process at different stages. Research can also be ignored or misused at different stages! There may be very different worldviews among researchers and policy-makers, a cultural gap that prevents adequate use of research (Neilson, 2001). And of course, research is more likely to be used if it is politically expedient.
A source of frustration among researchers is that policy-makers selectively pick research results and arguments that fit their agenda.

Notwithstanding this attention to the impact of research on policy, there is still a certain amount of naïveté among some researchers who seem to assume that their responsibility starts and ends with publishing in the peer-reviewed press. The idea that published research will somehow ‘inform policy’ still seems to hold sway and the old linear model of policy formation is implicit in the way some researchers work.

How does research get to policy-makers? The Millennium Ecosystem Assessment (2003, p213) defined a policy-maker as, ‘a person with power to influence or determine policies and practices at an international, national, regional, or local level’. David Kaimowitz, former director general of the Center for International Forestry Research (CIFOR), argued that researchers should know not only who their work was aimed at in a general sense, but also their names and email addresses (personal communication). Depending on the issue, it may be appropriate to focus at the level of officials who are deciding policy within government or other organizations, or it may be more effective to focus on lower levels where regulations are made or enforced or projects are implemented.

This book deals primarily with research regarding livelihoods and natural resources in developing countries and there are particular characteristics to keep in mind when communicating such research. Government decision-makers in poor countries often lack well-developed institutions to generate and use research and (partly for that reason) much of the research-based information they do have comes from other providers, such as the World Bank (Weiss, 2009). More to the point, government decision-makers may have little real influence on what happens on the ground. Government agencies in developing countries often lack the personnel and other resources to reach rural populations. Other kinds of organizations, such as private resource extraction and processing companies, the BINGOs (big international non-governmental organizations), bilateral donor agencies and other conservation and development organizations often have a larger presence and greater influence than government, especially in rural and remote areas. Research-based knowledge that influences the policies of such organizations can directly impact people’s livelihoods and natural resources.

**Policy-relevant research**

You have already given considerable thought to the policy implications of your research while defining your research problem (see Chapter 3). Well-focused
research will delve into a relevant and important issue and offer information and analyses to help to understand and address the problem.

Research may focus directly on the impact of policy. For example, research can predict (ex ante) or measure (ex post) the impact and distributional effects of policies or policy tools. Research can also provide knowledge for forming, implementing or contesting policy by: identifying and explaining trends; raising awareness of a problem; improving understanding of underlying causes of economic behaviour and environmental outcomes; contradicting conventional wisdom; identifying best practices; developing/influencing methods; or developing a useful theory or conceptual framework or model. By providing a clear theoretical explanation for a phenomenon or a conceptual framework for thinking about a problem, research can facilitate practical interventions.

**Reaching the audience**

It is not enough to publish a paper and hope for uptake. A citation analysis by Meho (2007, p32) noted: ‘It is a sobering fact that some 90% of papers that have been published in academic journals are never cited. Indeed, as many as 50% of papers are never read by anyone other than their authors, referees and journal editors.’ This suggests two important strategies for a researcher who wants to make a difference. First, when publishing in peer-reviewed journals, make sure the article is well targeted and well presented, so it will be read and used. Secondly, consider using other forms of communication to supplement and complement the journal articles – get the message across in different ways, to different sectors of the intended audience. Exposing the research more broadly can stimulate extra interest in the journal articles and increase the potential for impact.

Research impact studies find that the way the research is done strongly influences its impact (Carden, 2009). Engaging the intended audience during the research process helps to ensure the relevance of the research question, and it also prepares the audience to be more interested and receptive to the results and recommendations. Lomas (2000, p140) observed:

*Researchers need to appreciate that decision making is not so much an event as it is a diffuse, haphazard, and somewhat volatile process. Similarly, decision makers need to recognize that research, too, is more a process than a product. Better links between research and decision making depends on the two communities finding points of exchange at more than the ‘product’ stage of each of their processes.*
O’Neil (2005, p762) identifies two key characteristics of influential research: intent and engagement. She notes: ‘Research influence will only survive if research is designed from the start and carried out and translated to the policy people with a resolute and explicit and specific intent.’ In addition: ‘Where researchers form personal relationships with people in policy-making, their influence on policy is both more immediate and more lasting. Where those relationships fail to develop, influence is precarious or non-existent’ (O’Neil, 2005, p762). This analysis does not negate the importance of focus and quality in the research, but it highlights the importance of engagement as another necessary element to help influence policy.

Spilsbury and Kaimowitz (2000) asked forest policy experts to identify publications that had been influential in national and international policy. They found little evidence that publications directly influence policy, but some were important in enhancing awareness and shaping conventional wisdom and policy narratives. The authors concluded that it was probably not the documents per se that had the impact, but rather the processes accompanying their creation. Research that targets or associates itself with major policy processes or powerful organizations has a better chance of having an impact and being recognized. They noted that being right is not necessary to have an impact – work that is later criticized or discredited by scientific peers can be highly influential in raising issues, shifting scientific debate and shaping policy outcomes, as in the example of a paper by Peters et al (1989) on non-timber forest products. But credibility is important, and this is at least partly determined by the reputations and track records of the authors, the prestige of the publishers and the influence of the organizations that sponsored the research and/or promoted the findings. They noted that research that tells policy-makers and opinion leaders what they want to hear has a better chance of being influential than work that goes against the current popular understanding. The overall recommendation was that policy researchers can increase their impact not only by providing good answers to the right questions but also by supplying these messages to the right people at the right time and in an appropriate format. The most influential researchers and institutions will be those who effectively build ‘coalitions’ to support their viewpoints in the policy arena and succeed in associating their work with well-funded initiatives.

People in the communities where the research has been done are still too often overlooked as an important audience for research outputs. Research-based knowledge, and the research processes themselves (especially participatory processes), can inform and empower stakeholders so that they can have more influence over policy and practice that affects them. Stakeholder participation helps ensure the relevance of questions and the appropriateness of answers and
the way those answers are delivered and it helps inform and mobilize public opinion, even if only at the village scale (see also Chapter 2).

These are lessons that can be applied even in a PhD research project. It is well worth the effort to meet officials and staff in relevant government departments and project personnel working in the area. In this way, you can learn about their objectives and activities and about baseline information that may be available. You can test the questions and methods with people who know the situation and who may be able to help in adjusting and focusing the work so that it will be relevant and useful. By sharing research progress and ideas as they take shape, one can prepare the ground for when the full results are ready. A key audience for the research will already be aware of the work and interested to know the results, and the results are likely to be more easily accepted because the research design has incorporated ideas from the intended clients.

Media reports and other popular summaries can give research outputs wider reach. Many more readers will see a reference to a scientific report in a newspaper or magazine than will ever read the article. The message will be shaped by the way the journalist portrays it. Still, it is worth investing effort to get popular messages out, especially as a way to influence and to provide information and analysis to be used by civil society organizations. A combination of media and non-governmental organization (NGO) interest can create attention for a research report. Local newspaper articles, newsletter pieces, email updates, meeting or conference reports, presentations to interested stakeholders, and informal communications can all be valuable methods of reaching your audience.

There is also an increasing number of digest services that provide synopses of scientific articles.¹

All of these kinds of communication help to convey your message and create awareness and interest in the research. All are part of the process of engagement. Not incidentally, they are all also part of the larger writing process. Each time you are forced to formulate and present ideas to an audience, in person or in print, you refines the message and develops the text that can be utilized later. It also creates opportunities for feedback that will help focus and increase the relevance of the message.

The scientific report

The peer-reviewed literature is important for communication within the scientific community and as a way to validate the scientific value of the research. The peer-review system helps assure the quality of scientific publications and, as discussed later, peer review is invaluable as a source of critique, new ideas and inspiration for authors. A journal article can influence
the way other scientists think and how they do their own research. And, as Park (2009) notes, peer-reviewed publications are deeply embedded in the academic reward system. Almost all universities use publication records as indicators of productivity, and citation records are increasingly used as indicators of scientific worth.

There is a standard organizational structure for scientific writing that has stood the test of time for good reasons. Whether it is a PhD thesis or a journal article, the classic organization provides a logical and compelling structure for reporting research. The various sections may be compressed or expanded to meet the needs of the particular document. A PhD thesis, for example, needs a comprehensive and elaborated literature review section because part of the purpose of the document is to demonstrate the student’s mastery of the field. A letter in the journal *Nature* must be far more concise; references are cited without any detail provided. Some journals want a separate background and rationale; others prefer to have that covered in the introduction. Some combine results and discussion while others separate them. The author needs to be familiar with the specific journal requirements and tailor the document accordingly, but the basics of building and presenting a good argument remain the same.

The report must be based on a clear, well-articulated research question. It should provide a strong rationale for investigating the research question and the policy relevance should be established early. The reader needs to understand and be convinced by the overall line of reasoning. References should be used to provide background information and evidence that will support the general and specific aspects of the argument. There should be a clear explanation regarding how data were gathered and how they were analysed. It is helpful to present results as simple informative graphics. Any assumptions and models need to be explained well. The goal is a clear, concise and well-argued paper with a self-contained summary, conclusions and explicit policy recommendations. Let us look at the elements in order:

**Title**

The title should be concise, catchy and informative. You want to attract the reader’s interest and create a positive impression. It should indicate the subject and scope of the paper. Including keywords, especially words that are topical in the field, will help attract attention and search engine hits. It is not always possible to meet all of these criteria. A common ploy is to use puns or references to popular song or movie titles, or to give a twist to a popular saying. A title can be both catchy and informative by using a subtitle to explain or provide context for a more imaginative main title.
Here is a sample titles taken from CIFOR’s POLEX list:

- ‘From Mao to markets in China’s forests’
- ‘Globalizing local communities’
- ‘The conservation of donors’
- ‘Disturb forests for their own good’
- ‘Certifying the little guys’
- ‘Chainsaws in the drugstore’
- ‘Will the eucalypts eat your children?’
- ‘Filipinos “think locally, act locally”’

Abstract (or summary)

Aside from the title, the abstract is the first and possibly the only part of your paper that will be read. Considering the quick and often cursory way that editors screen manuscript submissions, the quality of the abstract may even determine if other readers will have the opportunity to read your paper.

It is still common to receive articles for review that have descriptive abstracts. Some even get published. A descriptive abstract outlines the topics covered in the article in a kind of elaborated table of contents, presumably so that the reader can decide whether or not to read the article. Such an abstract provides little information and suggests a lack of focus.

In comparison, an informative abstract provides details about the content of the article or report. A good abstract provides a condensed version of the main argument (usually 100–500 words), with an indication of the relevance and importance of the problem and the results, a clear problem statement, a brief description of the method and scope of the research and a summary of the results and the conclusions. The abstract alone should provide readers with a basic understanding of the research and its conclusions even if they choose not to read the article. It may also convince readers to read the rest of the article.

Introduction

The introduction should catch the reader’s interest and attention and set the stage for the rest of the report. Starting with a question, a quote, a startling fact or a contradiction immediately gets the reader engaged and interested. Journalists often use a particular perspective to introduce an issue, and that can also be effective in a scientific article.

Try to introduce the main idea in the first sentence or paragraph. This gives the reader a sense of the direction of the paper so they can more easily absorb the
background and context that follows. Sometime authors provide a great deal of background and build up to the main point, but readers (and editors) are impatient.

**Background and rationale/literature review**

Depending on the topic and the journal, the ‘background and rationale’ can be presented in a separate section or it can be provided in a condensed form in the introduction. This section draws on the literature to establish the relevance of the paper, to set the context and to provide support for the approach to be used. If another author has described the conditions or the policy environment or the culture in the study area, you can refer to that description to provide background and support for your own description of the context. If the research will engage in an ongoing debate, the paper should provide relevant references to introduce and delimit that debate and provide a foundation or a counterpoint for the current discussion. Every argument builds to some extent on previous work. By citing influential papers, you can efficiently convey well-supported ideas, while giving appropriate credit to the authors of those ideas and guiding the reader where to look for background. You can summarize the essence of the previous work without needing to present it in detail. Citations also help provide credibility for your work. By referring to other trustworthy sources, you reinforce the notion that the issue is important and that your work has a solid foundation. References are especially important to help frame a debate and the varying viewpoints in a discourse. By documenting the different perspectives and arguments you help the reader to understand your own arguments and conclusions. This is especially important when forming an opposing argument or attempting to disprove someone else’s conclusions.

It is not helpful to have a long list of references if many of the references in the list are not germane to the argument. The references used should provide relevant and useful descriptions of the context, of the theoretical or empirical foundation for the argument in the paper or a clear counterpoint. Avoid using references that do not make a genuine contribution. (See also the discussion in Chapter 3 on literature reviews in research proposals – most of the points made are also valid for scientific papers.)

**The problem statement**

The introduction provides the basis for the problem statement. The problem statement may be included within the introduction (common) or in a separate section; regardless, it is a fundamental and necessary part of any research report.
Weak or absent problem statements are a frequent cause for rejection of article submissions.

The problem statement encapsulates the context for the research and serves as the basis for the questions the study aims to answer. The problem statement often consists of two parts: a knowledge-related problem originating in theory and a specific case of the problem manifested a real situation. As discussed in Chapter 3, the researcher will invest considerable effort in defining the research idea (problem) as part of the research design. A clear and concise problem statement presents the focus and the boundaries of the research. It should identify the variables being investigated and the relationship between the variables being investigated and the target population, and it should be presented in its simplest form.

*In a sense, research is like dealing with a set of propositions in a debate or an argument adhering to the principles of logic. The purpose is to persuade or gain acceptance of the conclusion. To do so, it is essential for others to accept the first and all subsequent propositions. The problem statement is the first proposition, and we need to accept it before considering the next proposition.* (Hernon and Schwartz, 2007, p309)

**Purpose and objectives**

The purpose statement identifies how the research will contribute to solving the problem identified in the problem statement. It is a broad statement of desired outcomes or the general intentions of the research. It emphasizes what is to be accomplished, but not how it will be accomplished. The purpose statement is an aspirational goal that the research will contribute to, but that is outside the control of the research project.

The objectives define specifically what the research will achieve in a way that is realistic and measureable. It is common to indicate a general, overarching objective and a set of specific objectives. Each specific objective is an individual statement of intention, operationalized in the research matrix through specification of research questions, hypotheses, data needs and data analysis methods (Chapter 3). Reviewers and readers alike will expect these objectives to be satisfied by the research and explained in the article. Like the problem statement, purpose and objectives may be part of the introduction.

**Methods**

With the research question and specific objectives established, you should then provide a description of how the data were collected and analysed. This is the
‘methods’ section of the paper. Many manuscripts are submitted with weak methods sections. The best test of a description of methods is whether the explanation is sufficient for another researcher ‘skilled in the art’ to be able to replicate the study. The study site, study population, data collection and analysis methods should be described. The ease of access to online references makes it possible to provide thorough supporting information, but the description in the article should be sufficient. This way the reader can appreciate and understand the results and this builds trust. If particular methods were applied for each of the specific objectives, they should be presented in order.

Results

The results are the new evidence that the researchers use to support their argument. The results section should present a summary of the relevant data and analyses, and here again it is important to tailor the presentation to the intended audience. Good analysis is often handicapped in its presentation because the authors have not taken the vital last step of thinking about what the audience cares about and expressing the results in those terms (Koomey, 2001). Some audiences (and some journals) will expect and appreciate having regression outputs presented in tables with coefficients, standard errors and marginal effects. Other audiences may find that level of detail distracting or difficult to understand. Graphical presentations that illustrate and highlight the key patterns or trends may be more accessible and effective.

There are three basic ways to present results: text, tables and figures. If there are few results to report, it is not necessary to use a table or a figure – simply report the results in the text. For example, to report average household forest dependency for two villages it may be tempting to provide a table such as Table 14.1.

The same information could be conveyed more efficiently in a sentence without breaking the flow of the narrative. However, if there are several variables to report for more than one of the units of analysis (villages), then a table or a figure can be very useful indeed (for a comprehensive discussion see Day and

<table>
<thead>
<tr>
<th>Table 14.1 Average forest income dependency²</th>
</tr>
</thead>
<tbody>
<tr>
<td>Village</td>
</tr>
<tr>
<td>--------</td>
</tr>
<tr>
<td>Village A</td>
</tr>
<tr>
<td>Village B</td>
</tr>
</tbody>
</table>
Box 14.1 Resist the temptation of the pie chart

The pie chart (or circle graph) is commonly used to illustrate proportions. In technical terms, the arc length of each sector (and consequently its central angle and area), is proportional to the quantity it represents. But people are not good at judging angles: we underestimate acute angles (angles less than $90^\circ$) and overestimate obtuse angles (angles greater than $90^\circ$) (Robbins, 2005). They also use a lot of ink so they are expensive to print. To illustrate the weakness of pie charts, we present Figure 14.1, plotted from a fictional data set we put together for illustration purposes.

![Pie Chart Example](image)

Figure 14.1 Average share of total household income: Pie chart
Source: Illustration data from authors

In looking at a chart such as this, one may want to know what categories have the largest and smallest shares, and also some sort of ranking. Given time, the reader would figure this out. However, if this figure were part of a presentation where the presenter spent the typical 1–2 minutes on a slide, there is a good chance the audience would have some difficulties quickly getting answers to those interesting questions. One could argue that the slices could be sorted, or labelled with percentages, or the most important sector could be ‘exploded’ from the main chart. Any of these actions would help the reader interpret the chart, but they will also add clutter, and clutter never aids understanding.
Contrast the pie chart with the two charts below:

**Figure 14.2** Average share of total household income: Dot plot chart
*Source: Illustration data from authors*

**Figure 14.3** Average share of total household income: Bar chart
*Source: Illustration data from authors*

It is likely that the audience will more immediately understand both charts. It is also likely that the bars do not need to be labelled for the audience to decode the approximate number of shares. Both graphs are easier to read because they provide information positioned on a common scale. For more on people’s ability to interpret graphs, see Robbins (2005).
Gastel, 2006). Deciding which format to use depends on what you want to illustrate. If it is important to appreciate the individual data points, then a table is best. If one wants to illustrate a trend, then a line graph will be best as it will convey the dynamic aspect of the data. If it is most important to illustrate relative differences, some form of chart (such as a bar graph) will be most appropriate. A combination of tables and figures selected by purpose will offer variety and complement each other to reinforce the study. You may want to emphasize key results in the narrative, but avoid repetitious descriptions of minor results that are already in tables and figures.

Making figures that convey your results clearly and compellingly is essential in scientific communication. The classic texts on graphs are Cleveland (1994) and Tufte (2001); we recommend them for their many instructive examples. There are many software applications available to generate figures, cartoons or schematics. However, the temptation to display graphical data in three dimensions is often best avoided – just because you have sophisticated software, does not mean that three dimensions are more easily understood and legible than two dimensions.

Presenting results is about communication, and clarity always wins. Keep it simple and let the data stand out. Make sure that the chart/table is self-explanatory so that the reader does not have to read a long description to understand it. Make titles, legends, captions, footnotes and other identifying information clear, relevant and informative. Be sure that the data are relevant. Any study will likely generate some data that are not particularly germane or instructive, and one may run many different kinds of analysis with some dead ends and results that are not revealing. Do present everything that is germane to meeting the objectives and answering the research question, including results that may seem contradictory (you will have the opportunity to discuss these later). Do not present anything that is not pertinent.

Discussion

The discussion may be combined with the results section or with the conclusions, or it may be presented in its own section. Wherever it is placed, its purpose is to elaborate the argument and draw out the key messages. Sometimes inexperienced researchers get themselves trapped reiterating the results in terms of the empirical facts. The discussion needs to lift the argument to the next level with interpretation and exploration of what the results mean in the context of the research question and the overall research problem. It should also inform the reader of the study's scope and limitations – identifying issues that were not investigated and problems that were encountered – and indicate how far the findings can be generalized.
Conclusions and recommendations

This is where the argument is concluded. It should be a concise and clearly focused section that draws on the discussion to present answers to the questions that were asked. If those conclusions indicate recommendations for changes (or continuation) of policy or practice, this is the place to make those recommendations. Be sure that whatever conclusions and recommendations are offered are sound and well-supported. As Samet (1999, p435) advised:

[Do not] write a weak last paragraph. This is where authors often lose control, offering sometimes naïve policy recommendations or generic calls for more research (possibly in support of their next grant). Manuscripts need an ending, but must go out with restraint.
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The writing process

As already emphasized, scientific writing, like science itself, is an iterative, incremental process. In some ways, the researcher starts writing the paper the day the idea is born (Bourne, 2005). The research proposal identifies and articulates a research goal and a policy angle. The details will be tested, re-evaluated and refined as the researcher gains knowledge and experience of the situation. Keep asking questions in policy-relevant terms. This thinking, and the writing that goes with it, all contribute to the final products.

It is normally very helpful to start the writing with an annotated outline early in the process and then build on it incrementally as the research and analysis progresses. Include key arguments, results, interpretations and references. This outline can be a valuable tool in the writing process. It is also handy to share and build an annotated outline with co-authors, or with your supervisor, as a way to ensure that everyone is ‘on the same page’.
Another helpful step is to draft sections as you go. Some are easy and natural, such as descriptions of the background and rationale, methods and site. It is never too early to begin notes and draft sections of the discussion, as ideas arise.

As discussed above, engaging with stakeholders, and publishing interim reports and synopses will help your research to have impact. Aim for different outputs: local newspaper article; newsletters of relevant NGOs; email updates to key clients of research; synopses presented in terms that are locally relevant. All of this helps to anticipate the final outputs. It also provides a solid foundation of writing that can be drawn upon for the more formal academic outputs.

**Getting published and getting through**

The work is not over when you complete your manuscript draft. Next comes the submission, and you need to pay careful attention to the key elements that will get your article past the first hurdle. The editor of a premier international development journal highlighted this when he reported that he personally reviews every submission to decide whether or not to send it for review. He spends three to five minutes making that decision and he rejects 90 per cent of submissions at that stage. Like most readers, he focuses on the abstract, introduction and conclusion to judge whether the subject is relevant and sufficiently novel, whether the argument is cogent and well-supported, and whether the presentation is interesting. Unlike readers, the editor will also see your cover letter, which should be informative but not too long. The cover letter gives you the opportunity to communicate the relevance and importance of your research in a way that reinforces the abstract and introduction. Editors are also keenly aware of page length limitations. If your article can make the same point in less space, it will have a better chance of being published.

If the editor thinks the article has potential, it will be sent to peer reviewers who will assess its relevance and quality. The feedback can be devastating; reviewers are not always kind or constructive, but all feedback is useful. Good reviewers may provide critiques of the underlying assumptions, the problem definition, the methods, arguments, organization or any other aspect of the paper. They may provide helpful suggestions to improve the paper and they may suggest alternate ways of analysing the data or other references that would inform the argument. This feedback is a great gift and all comments and suggestions should be carefully considered. Some reviewers may make comments that seem to misunderstand the paper completely and they might be rude or mean. These reviews can be useful as well, so try to avoid defensiveness and consider why the reviewer responded that way. Presumably, the editor selected smart and experienced scholars as reviewers. If they misunderstood something in the paper,
Writing

- ‘Writing for change’, www.idrc.ca/IMAGES/books/WFC_English/WFC_English/sitemap.html. This excellent resource provides opportunities to learn how to write effectively, as well as how to write for scientific publications and for advocacy.

University websites regarding academic writing: These university websites all provide a wealth of information on a wide range of writing topics.

- OWL at Purdue: http://owl.english.purdue.edu/owl.
- University of Toronto Writing Centre: ‘Advice on academic writing’: www.writing.utoronto.ca/advice.

Editing

- ‘How to prevent and fix problems in papers’ section in ‘How to get published’: www.law.upenn.edu/cpp/alumni/jobseekers/GetPublishedSpecialReportACADEMICWORD.pdf. Provides advice on how to address common publishing issues, including recommendations for how to choose an editor.
- ‘Effective editing’ section of ‘Writing for change’: www.idrc.ca/IMAGES/books/WFC_English/WFC_English/effedi1.html. Provides a step-by-step approach to editing, including exercises to develop editing skills.
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Presentations

then other readers might also misunderstand. If they found the paper irritating, other readers might also be irritated. Reconsider the paper from that perspective and assess whether an idea could be communicated more clearly or if the presentation could be more convincing or engaging.

You can now revise and improve the paper based on feedback from the editor and the reviewers. If the paper was rejected outright, you can reformat it for another journal as part of the revision process. If, however, the paper was accepted ‘with revisions’, you will need to respond to all of the major comments. You do not have to agree with them all but you must demonstrate why your approach is correct. When you resubmit, provide a cover letter that itemizes reviewers’ suggestions and indicates how you have responded to them. Some journals send resubmitted papers back to the original reviewers; others send to fresh reviewers. In either case, an itemized list of main comments and responses demonstrates your seriousness and professionalism and makes the subsequent review easier.

Conclusions

Research communication is an iterative process. Engaging with stakeholders early in the process helps to focus and refine the research question(s) to ensure relevance. It also helps to create and prepare an audience for the research results and recommendations. The audience for international conservation-oriented and development-oriented research is broad and messages may need to be targeted specifically for different sub-sectors. An individual research project may yield practical recommendations that are useful at the local level, policy guidance for
local or national government, feedback or advice that will support project implementation, and/or confirmation or contradiction of international policy or programme directions. A solid argument based on novel results and tailored for the appropriate audience can have a powerful influence. Time-tested presentation styles and organizational structures provide a good foundation for research publishing but other kinds of communications will both complement the traditional outputs and facilitate their preparation. By making writing and other research communications an integral part of the research process, it is possible to increase the effectiveness of the research and the efficiency of the writing.

**Key messages**

- Successful research communication must be targeted to address the interests and needs of the intended audience.
- The writing process is iterative and integral to the research process itself – start early and build your messages as you work.
- A good presentation is about developing and defending an argument, with a clear concise illustration of your data and analyses.

**Notes**

1 Some relevant digests for research on international conservation and development issues include Eldis (www.eldis.org), Mongabay (www.mongabay.com), Community Forestry e-news (www.recoftc.org/site/) and CIFOR’s POLEX listserv (www.cifor.cgiar.org/Knowledge/POLEX/).

2 The table also lacks the obvious and yet often omitted piece of information: the sample size. Now, it is possible that this would be included in the text but this is a problem. A good table should have all the information needed for a reader to understand it.
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This book provides a solid methodological foundation for designing and implementing household and village surveys to quantify rural livelihoods, with an emphasis on environmental income and reliance in developing countries.

Bruce Campbell, Director, Program on Climate Change, Agriculture and Food Security (CCAFS) of the CGIAR

This volume provides an invaluable guide to the relationship between poverty, environment and how people benefit from natural resources. It presents practical advice on how to undertake rigorous field-based investigations and meticulously covers each stage in the research process.

Katrina Brown, Professor, University of East Anglia, UK

Household income surveys traditionally underestimate how much rural families depend on nature to earn their living. This book shows how researchers can do it right and why everyone should care.

David Kaimowitz, Director, Natural Resources and Sustainable Development, Ford Foundation

This brilliant collection of analyses will have lasting impact on how scholars and students of poverty and environment conduct research and collect data, manage interdisciplinary of collaborative work, and present policy-shaping results.

Arun Agrawal, Professor, University of Michigan, USA

Thousands of surveys on rural livelihoods in developing countries are being done every year. Unfortunately, many suffer from weakness in methods and problems in implementation. Quantifying households’ dependence on multiple environmental resources is particularly difficult and often simply ignored in the surveys. The results therefore do not reflect rural realities.

This book describes how to do a better job when designing and implementing household and village surveys for quantitative assessment of rural livelihoods in developing countries. It covers the entire research process from planning to sharing research results. It draws on the experiences from a large global-comparative project, the Poverty Environment Network (PEN), to develop more robust and validated methods, enriched by numerous practical examples from the field. The book will provide an invaluable guide to methods and a practical handbook for students and professional.
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